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The Future of GDP
Across the globe, a continuous increase in Gross Domestic Product (GDP) ranks on top of political and regulatory agendas. GDP's power as an indicator of economic health and performance is based on the assumption that it adequately reflects the state of the respective society. Accordingly, central banks set monetary policies based on the gap between actual and potential GDP, and governments validate their decision-making in line with GDP growth. It has been argued for some time, however, that decision-makers ought to reconsider their fixation on GDP, which tends to be imprecise in considering assets and often fails to account for liabilities.

This report, commissioned by the Credit Suisse Research Institute, explores one of the key concerns around measuring progress based on GDP figures, including the inherent lack of consideration for long-term effects of economic growth. Indeed, GDP metrics provide no indication of societies damaging their capital, such as by withholding education from certain groups, or by depleting natural resources for immediate economic benefit. In fact, the definition and methods behind GDP have been questioned since first introduced in the mid-1930s, at the time notably due to the exclusion of government and household activities. Simultaneously, modern economies are increasingly driven by technological innovation, which can have a disruptive impact on statistics. For instance, digital intermediation or user- and peer-driven substitution of marketed products are yet to be reflected in key economic data, such as price indices.

With all its deficiencies, we are yet to find consensus on an internationally acceptable alternative to GDP, although encouraging progress is being made toward a more holistic way of thinking about economic activity. In fact, decision-makers in both private and public sectors now have tools to make highly sophisticated and sustainable choices. On the investor side, the demand for environmental, social and governance data is rising steeply. On the public side, organizations such as the World Bank already consider metrics other than GDP to assess quality of life, including life expectancy at birth or access to education.

As several authors in this report point out, we should focus on a number of issues going forward. First, the weaknesses of GDP metrics continue to be discussed by leading experts, and the relevant stakeholders need to closely follow those debates and take corresponding measures. Second, public and private decision-makers have a multitude of instruments at hand which need to be used to complement GDP figures, as they enable superior assessment of actions and their impact on societies and the environment. Ultimately, in business, we learn not to let the great become the enemy of the good. We have not solved all the challenges, but we have come a long way in reducing many of the distortions of current metrics.

We hope this report furthers the currently ongoing discussions around GDP and wish you an insightful read.
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Introduction to GDP

Gross Domestic Product (GDP) is under attack. This attack is two-pronged. Some feel that GDP is not an appropriate measure to capture the many policy issues facing societies. Others, such as financial market investors, feel that GDP is of little use. These critical views on GDP are justified in the sense that the world we live in is becoming increasingly complex and GDP does not reflect this. The global economy is marked by fault lines such as indebtedness, inequality and low productivity, all of which are undermining the traditional business cycle. In developed economies, other perspectives on welfare – such as happiness or labor market flexibility – demand a different way of examining an economy. Further, the impact of technology, and especially disruptive technology on macroeconomic reporting, is not yet well understood.

Michael O’Sullivan, Chief Investment Officer International Wealth Management at Credit Suisse

The problem with GDP is that it is the measure through which the economics and policy community communicates with the outside world. Most international policy institutions continue to lead their lengthy and detailed policy outlooks with forecasts of GDP. Media institutions also play this game and give far greater emphasis to these GDP forecasts than more arcane analyses of topics like debt. In turn, analysts and economists are then asked to react to new GDP forecasts. To this end, GDP says as much about how the policy community interacts with the civilian world as it does about the analytical models used by economists, and the relevance of their mathematical underpinnings. So, to some extent we cannot do without GDP, but that does not mean that there are not better or alternative approaches to measuring economic growth and well-being.

“It is fair to say that very few investors make investment decisions on the basis of GDP”

In this respect, one element in the GDP debate that deserves more attention is the way in which financial markets use GDP as a source of information. It is fair to say that very few investors make investment decisions on the basis of GDP. Indeed, there is no coincident relationship between stock market returns and GDP (see the Credit Suisse Investment Returns Yearbook 2015). Further, the way in which financial markets digest economic data tells us something about the perceived deficiencies of GDP.

First, while there is an intuitive relationship between asset returns and the business cycle, higher frequency data (such as purchasing manager indices) rather than GDP tend to be used by investors to pinpoint the direction of the economic cycle. GDP tends to be backward-looking, and in many ways tells us little about the output gap. Second, financial markets also highlight a growing appetite for higher frequency and more idiosyncratic data – from app download statistics to micro level hiring trends to oil rig counts, there is a growing number of data items that markets focus on. Some institutions, such as the Atlanta Federal Reserve, have embraced this spirit and produce “nowcast” GDP measures that have gained a following in financial markets.

If the use of the traditional GDP measure is on the wane, its appropriateness is also called into question, and in this report we discuss the main criticisms of GDP as well as possible alternative measures. Here, rather than reiterating the arguments for this, we want to highlight some of the studies and proprietary databases that the Credit Suisse Research Institute (CSRI) has established, and that help to highlight other less traditional perspectives on the world in which we live and work.

One notable category here is wealth. Most people, when confronted by a major spending decision, tend not to reflect on GDP forecasts from the likes of the International Monetary Fund, but rather on their own wealth outlook. The CSRI’s Global Wealth Report, now in its eighth edition, measures the wealth of the world’s 4.7 billion adults by assessing their financial and non-financial (mostly property) wealth, less debt. It has several uses in the context of the debate on GDP. First of all, we can measure wealth inequality with some accuracy and, in the last edition of the Wealth Report, we highlighted how wealth inequality is at a historic high. Second, the analysis of the wealth pyramid and of wealth trends in the emerging world in particular helps to delineate the rise of the emerging consumer.
Another related perspective is the CSRI’s Emerging Consumer Survey, which examines the aspirations, spending intentions and confidence of consumers throughout the emerging world. The survey is based on detailed interviews with over 14,000 consumers across the eight largest emerging economies. Its role is to provide a granular account of one of the component parts of GDP, consumption, and to track the change in consumption patterns and material aspirations as the level of GDP rises across emerging nations.

“Another important economic cohort is women and, again, the contribution of women to economies is underestimated”

Three other CSRI reports are worth mentioning in the light of the debate on GDP because they shed light on underestimated, and arguably under-researched aspects of the world economy. To take two proprietary CSRI databases first — the CS Family 1000 and the CS Gender 3000. The CS Family 1000 is a database that analyses the world’s largest family businesses. Family businesses make up the lion’s share of many economies, though receive relatively little analytical attention. This is a pity given that they tend to be more long-term in their investment horizons, tend to invest more and take on less debt than non-family companies and, according to our database, outperform broad equity markets. Another important economic cohort is women and, again, the contribution of women to economies is underestimated. One reason for this is the lack of good quality gender-relevant data. The CS Gender 3000 database makes some inroads here, examining the composition of senior management (by men and women) across 3000 companies, and in particular analyzing the positive contribution that greater female representation makes, for example, in the area of corporate governance.

Finally, in 2014, we undertook a report on the success of small countries. Our aim here was to determine the factors that drove small advanced economies like Ireland, Switzerland, Sweden and Singapore to have consistently high levels of GDP growth. Small open economies are of particular interest because to a large degree they act as the canaries in the coal mine of the world economy in that economic and policy trends tend to show up in them before they do in larger countries. In that respect, keeping an eye on GDP and economic trends in small open economies can be more instructive than a global view.

Our sense is that other perspectives, and the data that supports them, do exist. It is simply a question of bringing these more forcefully into the macroeconomics and policy debate.
Measuring the modern economy with 1940s methods

The past few years have seen great interest in how the economy is measured – not what the statistics say, but rather how they are constructed. This is surprising, perhaps: the technicalities of economic statistics only occasionally come under the spotlight, but the recent interest has been sustained. The reason seems to be a growing gap between what the aggregate statistics say about the economy and the actual experience of many of the people who scrutinize them. One prominent example of this wedge between published statistics and word on the street is the well-known “productivity puzzle.”

Professor Diane Coyle, University of Cambridge

The productivity puzzle

Productivity growth, measured either as output per worker hour or as total factor productivity accounting for capital input as well, has slowed substantially in the advanced economies since around 2007. The extent of the slowdown varies. In the UK, labor productivity has flat-lined and is now about one fifth lower than it would have been if the earlier trend had continued. In Canada and the USA, the pace of growth has slowed, but not stopped. But all the G7 economies have experienced a slowdown over time.

Why is this a puzzle? After all, there are several contributing factors to weaker productivity, including debt overhang from the financial crisis, demographic change, and a decreasing intensity of competition in key sectors. Another prominent argument, strongly made by Robert Gordon in his book *The Rise and Fall of American Growth,* is that the pace of meaningful technological innovation has slowed. He argues that current digital innovations are trivial, and bear no comparison with productivity-improving technologies of the past, including the early stages of computerization.1

This argument about technology is debatable, however, and challenged by the tech industries. Telecommunications experts point out that there has been accelerating progress in compression and speed, reflected in exponential increases in data usage. A number of technologies such as electric and autonomous vehicles and associated innovations in batteries and artificial intelligence (AI) point to rapid growth in commercial applications in the near future. There have been pick-ups in automation in some sectors of manufacturing and distribution. Applications of AI in the management of electricity grids and medical diagnostics are being tested, as are new applications of genetic medicine.

This mismatch between statistics and experience due to innovation is one reason the question about measurement techniques has come to prominence. There are others. The conventional approach makes a sharp distinction between businesses and government, which are deemed productive, and households, which are not. The growth of the “gig economy,” (characterized by an increasing prevalence of short-term contracts or freelance work as opposed to permanent jobs) is eroding that boundary. The failure of conventional economic statistics to reflect environmental externalities and resource depletion is a long-standing critique, but one that has growing salience.

The stakes are high because of the importance of the conventional statistics in determining policy. Central banks set monetary policy according to the gap between actual and potential Gross Domestic Product (GDP) – but what if both these sets of statistics are too uncertain to be meaningful? Governments justify politically contentious policies in terms of likely contribution to GDP growth. What if what we think we know about the economy is a chimera?

“Central banks set monetary policy according to the gap between actual and potential GDP – what if both are too uncertain to be meaningful?”

To understand the issues, and consider how the measurement of the economy needs to evolve, it is important to start with why we use the framework in place today, its strengths, and its long-understood shortcomings. This sets the stage for understanding why the shortcomings are increasingly profound and wide-ranging. Statistics are both a lens for observing the economy – etymologically, the way the state sees the world – and an instrument shaping the economy as policymakers, businesses and individuals change their behavior in reaction to the picture they see through that lens. The lens has become so distorting that it is time to think about fundamental change to the statistical framework.

The origins of today’s economic statistics

All economic statistics are devised in a particular historical context, and they have changed substantially between different epochs. There are also long lags between change in the structure of the economy and the response in the statistical conventions. For example, in 1885, at the height of the Industrial Revolution, Britain’s official annual statistical abstract contained page after page of detailed agricultural statistics and just a handful on steam, mines, cotton, rail and coal, although these leading technological sectors dominated news and conversation, not to mention literature.

Today’s framework, the System of National Accounts and associated macroeconomic statistics such as unemployment and consumer price indices, has its origins in the Depression and World War II. The early research by economists such as Simon Kuznets in the USA and Colin Clark in the UK was a response to a political need to understand the scale of the economic catastrophe in the 1930s; there had been vicious trade cycles before, but none since the extension of the franchise to the majority of working men. After the start of the war, the imperative was the need to calculate the scale of the consumption sacrifice needed to enable the diversion of enough resources for war production.


A page from the 1885 Statistical Abstract for the United Kingdom (facsimile edition 1985)
The Future of GDP

The combination of this urgent need and Keynes’s new macroeconomic theory decisively shaped the construction of Gross National (and later Domestic) Product as the sum of consumer spending, investment spending, government spending and net exports – a formula well known to every generation of economics students since.

Although what became today’s GDP definition was built on the pre-war work, it differs philosophically in an important way. Kuznets and Clark had aimed to measure economic welfare; Keynes and his US counterparts wanted to measure production and spending. In particular, Kuznets’ definition would have deducted government spending on defense as a regrettable necessity not contributing to welfare. This was irrelevant to the wartime measurement need and would have been a public relations goal anyway. This wedge between welfare and output or expenditure is the source of most subsequent critiques of conventional GDP.

After the war, the new definitions were formalized into the current framework and established as an international standard through the United Nations committee that still oversees statistical norms. The British economist Richard Stone, a pupil of Keynes and later a Nobel Prize winner, played a leading role. The advantage of a standard is the ability to compare (albeit with caution) different countries’ economies. The disadvantage is that changing the official standard is a slow business that takes up to 20 years.

Traditional critiques

The definition of GDP, and the methods for calculating inflation and real GDP, have been contested since the very start. The treatment of both government activity and household work were hotly debated in the early years, in discussions of the “production boundary,” or in other words the line between what is and is not counted in GDP. Simon Kuznets argued that, although some government spending such as education or health spending amounted to collective rather than individual consumption, much of it should be counted as intermediate spending and netted off the GDP total. For example, courts to enforce contracts are an input that firms must have to do business, like raw materials. As GDP counts added value, these costs should all be netted off the total to avoid double counting (a different aggregate, Gross Output, measures all activity including the production of intermediate goods).3 The distinction proved too complex for statisticians, and did not sit neatly with Keynes’s equation.

There was also much debate about “household production,” i.e. goods and services produced in the home. The decision was made to count production of goods such as food and clothing as people could choose whether to consume or produce these themselves, or trade them in the market. Services such as cleaning and childcare were excluded, the argument being that the market for these was minimal, and it would be too difficult to collect the statistics.

Feminists naturally objected, as women were the main providers of these services. At any rate, the market for such services is now far larger than the market for homemade food and clothes, although statisticians have little appetite for the data collection that would be needed. This issue may become more significant because of digital technology, however, as discussed below.

“The definition of GDP, and the methods for calculating inflation and real GDP, have been contested since the very start”

The environmental critique was another of the earliest. Although Keynes’s concern had been the level of national output and associated employment, the policy target soon became the growth of GDP. The Cold War involved an economic as well as a military arms race, as both the USA and USSR wanted to demonstrate the superior standard of living of their own citizens. Targets for growth were set in the founding charter of the Organisation for Economic Co-operation and Development, the successor to the body administering US Marshall Fund aid. Environmentalists were quick to point out the implications of continual economic growth set in terms of a target for a measure that omitted environmental externalities, such as pollution or greenhouse gas emissions, and took no account of depreciation of the stock of environmental assets, treating natural resources as free.

A significant drawback of relying on GDP as a guideline is that it is a flow measure. It measures economic activity in the current time period, valuing it at market prices that by definition omit social costs. There are balance sheets in the System of National Accounts, but they are incomplete – for instance, the contingent liabilities of governments are omitted. So too are the stocks of natural assets, with just a handful of countries starting to try to measure natural capital stocks. For that matter, GDP does not distinguish between a dollar of investment and a dollar of consumption, so it does not provide any guidance at all on the time trade-off between growth rates in different periods.

Such concerns have led to many proposed alternatives to GDP such as the Index of Sustainable Economic Welfare and the Genuine Progress Indicator.4 However, their strength is also their weakness. In using market prices to value real output, GDP has the democratic strength of reflecting the choices people actually make in


their behavior. All the alternative indices make ad hoc assumptions about how to weight different components together to construct a single index. Devised by environmentalists, these put such a heavy weight on environmental externalities and resource use that they show there has been no economic progress since the 1970s. This is unreasonable if you think about the significant improvements since then in ultimate indicators such as health, longevity, infant mortality, and quality of life for most people in the OECD economies. So how to account for the environment in a rigorous way is a puzzle yet to be solved.

“How to account for the environment in a rigorous way is a puzzle yet to be solved”

The existence of such improvements leads on to another basic shortcoming in GDP, however. That is its inability to measure the economic welfare or well-being benefits of technological innovations. The value people place on a new product or service is almost always far higher than the price they have to pay when it is commercialized and available in the market. GDP is calculated using the market price. To see this, consider the fact that Nathan Mayer Rothschild, thought to be the richest person in the world at the time, died in 1836 of an infected tooth abscess because antibiotics had not been invented. What might he have paid for a dose that would cost 20 dollars today?

There are many examples of new goods creating significant “consumer surplus,” as this excess of value over market price is known. Its omission on the positive side explains why the indices described above, subtracting environmental costs, seem so odd. Economists have tried to calculate “true” prices for some significant innovations over long periods. For example, William Nordhaus has constructed indices for lighting and for computation. These calculate the unit costs of physical output such as lumens or computations per second and, not surprisingly, their pace of decline is radically faster than the pace recorded in official GDP price deflators. Statisticians make adjustments now for technology-driven quality changes in some key products such as televisions and computers, calculating prices in terms of underlying physical characteristics such as processing speed, screen resolution and so on. However, during periods of rapid technological change – and changes in a broader range of goods and services building on the technologies – there is bound to be a large innovation factor affecting the official statistics. This is a key question to be addressed at the moment, particularly in light of the productivity puzzle.

Digital disruption of statistics

Digital technologies are manifestations of a “General Purpose Technology,” computation power driven by Moore’s Law, and resulting in a cluster of information and communication technologies (ICTs). These

---

include the internet and web, wireless communication networks, devices from supercomputers to smartphones, AI and robotics. Digital technology has also enabled advances in other fields apart from information and communication technology thanks to cheap and large-scale computational power, such as genetics. General Purpose Technologies (such as printing, or steam and electricity) first have an impact in their specific sectors, but subsequently pervade the whole economy. This can be a process with long and variable lags.

The economic historian Paul David showed that it took 30–50 years from the initial innovations for the productivity effects of electricity to appear because so much complementary investment and organizational or social change was needed. The difficulty in measuring innovation means profound technological changes also have surprisingly little effect on measured GDP. Nicholas Crafts has shown that the impact of steam on measured labor productivity growth in the UK was 0.4% a year at its peak — less than a quarter of the estimated impact of ICTs on US productivity in the mid-1990s, yet nobody would doubt the significant economic and social consequences of the steam revolution.7

When digital technologies first became widespread enough to be noticed in the 1980s, the absence of any productivity impact was widely commented on. Robert Solow famously remarked, “You can see the computer age everywhere but in the productivity statistics.” This paradox seemed to be resolved by the 1990s, but the acceleration in productivity growth then has evaporated. Yet digital technology is far more pervasive now than it was 20 years ago. A majority of people in many countries are able to be online constantly thanks to broadband and smartphones. Chips are embedded in a growing number of products. E-commerce is expanding. Products such as music and films are dematerializing.

“You can see the computer age everywhere but in the productivity statistics” – Robert Solow

Work patterns are changing substantially, with much more work mediated through digital platforms. Automation is spreading to some routine service sector activities such as legal search, company reporting, and medical diagnosis. Yet – just as official statistics painted a rural picture of a rapidly industrializing economy in 1885 – little of this digital disruption seems to be captured in official statistics now. There are multiple ways digital technology is disrupting the statistics. The table at the end of this article provides a typology attempting to capture these. To start with the production boundary, it is clear that more productive activity is now

taking place inside households, but — as alluded to above — is not being counted in official GDP. There are three significant categories:

- Digital intermediation, whereby people no longer visit high street intermediaries such as travel agents, banks or insurance brokers, but interact with alternative online intermediaries. They use their home devices and broadband and some of their own time, but save time compared with the past, have more choice and the ability to customize, and probably pay lower prices. Some of the new intermediaries are based overseas. This has been an extensive substitution of digital for traditional services.

- The “sharing economy” involves the use of household assets such as a room or a car, or human capital skills, to earn income. Participants also provide labor — such as cleaning the room or driving. In principle, this activity should be captured in existing statistics, but has not been sampled. Nor have the lower prices consumers pay for accommodation or taxi rides been included in price indices.

- Home production of digital goods ranges from Wikipedia entries, personal blogs and videos to innovative medical services and open source software and computer services. These will all to some extent have substituted for marketed products, yet the zero price paid for them is not captured in price indices and therefore in real GDP.

Statisticians would agree it is worth keeping an eye on the scale of these activities, but argue that they do not pose any substantive problems for the definition of GDP. This might be complacent as the current definitions designate households to be non-productive. If instead we are seeing the start of a social trend away from formal, defined work for stable domiciled firms, the existing production boundary will — like national boundaries for economic activity — become inherently blurred. In terms of scale, however, digitally driven substitutions within GDP are probably more significant. As the table at the end of this chapter suggests, there are many of these.

One substantial set of problems relates to the borderless and intangible nature of digital activity. As noted, consumers are increasingly using overseas platforms and e-commerce vendors. These may themselves locate different activities in different places — research & development, servers, payments, sales and marketing, support — as well as sourcing supplies and serving customers in many countries. It is also absolutely unclear how to attribute value in digital-value chains to different territories or indeed what happens in current statistics. “Factoryless production,” whereby all production is outsourced overseas, has become

---

Conventional statistics for imports of certain goods such as smartphone handsets or washing machines already do not net off a relatively new database is beginning to collect this value-added data). Still less do they account for the intangible value of the research & development all might be embedded in an intra-company email of blueprints.

“There are problems related to the measurement of intangibles, or rather the lack of it”

There are problems related to the measurement of intangibles, or rather the lack of it. A big issue is the value of databases, not formally measured at all. Companies clearly believe their data to be valuable. Statisticians sometimes argue it nevertheless depreciates so quickly that their failure to measure it is not too serious. But many data-intensive companies disagree, and attribute high option value to data. The fact that data flows are growing so quickly supports their view.

The most important category of issues, certainly in terms of scale and implications for GDP, relates to calculating price indices and therefore real GDP. Even if we were confident about the measurement of GDP in nominal dollar or euro terms, this would be a significant challenge. The work statisticians currently do to adjust for innovation and the improving quality of certain ICT-related goods is small in scope. The effects of digital technology are far wider. The biggest challenges are likely to prove to be:

- New goods: conventional price indices bring in new goods as a new item rather than an improved and/or cheaper version of an old item. Thus generic pharmaceuticals are not counted as cheaper versions of their branded predecessors. This (well-known) bias is potentially large when there are many new goods: music streams or downloads rather than CDs, Airbnb rooms not hotel prices.
- Zero prices are not included at all, such as free news online rather than newspapers, or free software or games.
- A large category of zero prices for digital products in place of non-zero prices for physical products has been created by smartphones and apps. Many people no longer purchase: cameras, diaries, radios, maps, calculators, watches, voice recorders, GPS devices, guidebooks, and so on.
- %XQGOHGSULFHVDUHIRUWKHPRVWSDUWH[FOXG-eed, whereas bundling has become a common business strategy, especially in sectors such as communications and entertainment.

Of course, not everything that appears to be free is free; but the usual payment (in the form of personal data) is not captured in the statistics either, nor the imputed value of the associated advertising. At present, it is simply not known how big a difference any of these effects might make to the GDP deflator and the calculation of real GDP; but, even if each of them is small, their scope is broad. When the US Boskin Commission considered the problem innovation posed for measurement of the Consumer Price Index in the early 1990s, it concluded that measured inflation was about 1.1% a year above “true” inflation. This led statisticians to start to quality-adjust some prices and was also followed by a move to “chain linking” or, in other words, updating the basket of goods used to calculate GDP every year instead of every five years, to better capture the rapid pace of innovation. However, this spreads the new-goods problem over time rather than eliminating it.

One way to appreciate the potential scale is to consider mobile telecommunications charges. This accounts for a reasonable proportion of the price of telecommunications output (33% in the UK, for example). The official communications price index varies between countries and indeed will depend on differences such as the extent of competition in mobile markets, or the extent of bundling of mobile with other services. In the UK, this index declined modestly from 1996 to 2000 and has since been approximately flat.


Yet, over that period, there have been massive improvements in engineering, such as the bit rate achieved on a single installed fiber. Although we do not know how much value consumers attribute to each bit (and this is a disadvantage with hedonic adjustment based on physical characteristics), the price reduction is manifest in the dramatic increase in data usage. Work in progress to calculate an alternative communications services price index is likely to show a steep decline rather than an almost flat price.\textsuperscript{12}

If this reasoning is correct, and "true" inflation thanks to digital innovation is far lower than measured inflation, there are some significant implications. One is that the path of real GDP, and therefore the economic narratives built on it, will have to change. The conundrum of setting monetary policy in an economy characterized by major structural change will be still more troubling. The distributional implications could be significant too: almost everybody has a smartphone, but for people on low incomes, the services and goods that can be accessed online are less important proportionally than the basics of food, clothing and shelter.

The way forward

This discussion will have made clear that GDP is not a natural object, but a social construct. It has come to be regarded as the ultimate measure of an economy’s success or failure. Countries compare their levels and growth rates of GDP in international league tables, and policies are justified in terms of how many billions or percentage points they might add. This single-minded focus on one number has always been more than it could bear, given how uncertain the figure is at the best of times due to data collection challenges, sampling error in surveys, seasonal adjustment and other complexities. Often, people do not realize the extent of the uncertainty as few statistical offices or other users indicate the margins of error.

"GDP is not a natural object, but a social construct"

One exception is the Bank of England, whose quarterly "fan charts" showing the probabilities its forecasters attach to different growth outcomes, indicate the past as well as the future. For instance, the Bank is 90\% certain that UK GDP growth in the recent past has been between 0\% and 4\% a year, which is a huge margin.

Nevertheless, GDP has real strengths, above all that, in using market prices to value outputs, it makes explicit the weights placed on different activities in the economy. It can be adjusted to take account of the different leisure choices made in different countries,
and for income distribution considerations. It would be straightforward in principle to take account of the depreciation of natural capital or other assets not currently included in the national accounts. It is also still essential for macroeconomic policy: in thick fog, some light is better than none. For such purposes, GDP serves us reasonably well.

However, a growing number of researchers, as well as technologists and business people aware of the scope and pace of digitally driven change, believe there will need to be a significant change in the statistical framework for measuring the modern economy. There is an active research program under way, engaging economists and statisticians from many countries. The change may be slow, and not only because the UN process is rather bureaucratic. The conceptual issues are difficult. Collecting new statistics is costly, and the whole infrastructure for collecting existing ones needs to remain in place for the time being. New data sources and techniques will become available, but the process of developing these is still in its early days – again, there is an active research program. Standards also have a strong magnetic force: nobody wants to change until everybody changes. Statisticians, reporters, policymakers and the public are all locked into the existing standard.

Still, it is possible to see what needs to be done and the outlines of a future statistical framework. It will be important to collect more descriptive statistics on all the digital changes, including cross-border flows, intangible assets and data flows. The most obvious kinds of change happening in people’s lives now are not reflected anywhere in official statistics. Given budget constraints on statistical agencies, this will almost certainly involve online data sources and big data techniques. There are some private initiatives under way, and official statistical agencies are starting to follow suit.

There is difficult conceptual and data collection work to be done in thinking about cross-border activity. This is rather urgent at a time when trade has become much more prominent in policy debates, thanks to Brexit, but more broadly to the rise of nationalism in trade policy. If the US trade deficit with China turns out to be a statistical artefact, the sooner we understand what is happening, the better. How to track any flows internal to multinationals, including intangible assets and data, is not obvious. Nor is it obvious how to map the extensive multinational activity onto a national statistical framework.

The most important conceptual shift will be to move from a framework centered on short-term flows to an asset-based framework that enables the measurement of sustainable economic activity, or, in other words, the use of resources today without depleting capital and the possibilities for tomorrow. The most urgent task here is to develop measures of natural capital and appropriate depreciation rates, and this has barely started. Nor is it straightforward to calculate the rates at which renewable assets need to be restored to keep the stock constant or increasing. But that makes the need to start all the more pressing. The statistics enabling other parts of the national balance sheet to be put into place are more often available, but another important gap is the full public sector financial balance sheet. Policy arguments about the need or not for “austerity” will not be settled without this long-run perspective.

"The most obvious kinds of change happening in people’s lives now are not reflected anywhere in official statistics"

Keynes famously said, “In the long run, we are all dead.” He was arguing that the urgency of the moment meant it was no time to worry about the long-run implications of deficit spending. Keynes’ long run has come, and along with it the bills for living for the day and not worrying about the future. Economic growth is more than important – it is a moral imperative. Growth is driven by innovations that ultimately improve and lengthen people’s lives and well-being, reduce infant mortality, and create fulfilling work for more people. A growing economy is one where people have a sense of possibility for the future, of hope. However, the increase in GDP (as defined now) this year or this quarter is a narrow measure of what matters for people’s economic welfare. The statistical framework of the future will need to measure prosperity and potential prosperity over a longer horizon, to capture people’s access to resources that will enable them to live the kind of life they want to lead. This will take some time. Developing the current System of National Accounts and methods for measuring GDP took some 20–25 years. Now, though, just as in the 1930s, it is widely understood that the gap between the character of the economy in 2018 and the statistics we use to describe it has broadened so much that the statistical framework established around 70 years ago is no longer an adequate measure of economic progress.
### Scope of digital changes raising measurement issues

#### I Activities in the Household Satellite Account (HHSA) – substitution across the production boundary

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIY digital intermediation</td>
<td>Substitutes for (some elements of) market intermediation; new models of intermediaries &amp; their location; use of household capital. Should be treated symmetrically with owner-occupier housing services if of sufficient scale?</td>
</tr>
<tr>
<td>Sharing economy</td>
<td>Data collection; use of household capital. If marketed, in principle in GDP; if not, in HHSA.</td>
</tr>
<tr>
<td>Voluntary household production of digital products</td>
<td>Substitutes for marketed output; should be included within production boundary? Measurement of household capital and resultant capital services.</td>
</tr>
</tbody>
</table>

#### II Activities in GDP – affected by digital business models

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling</td>
<td>Prices of digital equivalent goods; outlet substitution bias.</td>
</tr>
<tr>
<td>Composition effects</td>
<td>Shift in industry composition especially to hard-to-measure sectors.</td>
</tr>
<tr>
<td>Intangibles</td>
<td>Hard to measure, increasingly included in investment statistics; consider investment in databases?</td>
</tr>
<tr>
<td>Digitization</td>
<td>Reducing sales of some marketed products; many of these are zero-price goods. Reduced fixed investment in commercial property (higher sales/bricks ratio, greater productivity of brick services). Cloud computing.</td>
</tr>
<tr>
<td>Second-hand goods</td>
<td>Nets out of Household Final Consumption Expenditure (HHFCE), apart from dealer’s margin, but may be substituting for some new purchases.</td>
</tr>
<tr>
<td>Ad-funded free goods</td>
<td>Same in principle as commercial TV, bigger in scale. Deduct an imputation for cost of watching ads? Substitution between ad-funded vs. subscription vs. purchase to own consumption.</td>
</tr>
<tr>
<td>Cross-border effects</td>
<td>Substitution between different national GDP totals as consumers switch to overseas intermediaries – data collection issues. Attribution of value added in digital value chains.</td>
</tr>
</tbody>
</table>

#### III Activities in GDP – quality changes and price/real split

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT hardware</td>
<td>Sector is small, no acceleration. Smartphones hedonically adjusted for some features, but not for vast expansion of capabilities. Other price strategies.</td>
</tr>
<tr>
<td>ICT services</td>
<td>Not hedonically adjusted, but there has been significant scope and quality change. Free goods e.g. operating systems.</td>
</tr>
<tr>
<td>New goods</td>
<td>Old problem: a. Lower prices from new business models e.g. hotel prices &amp; Airbnb; b. New digital goods (is a download a new product or a better CD?); c. Prices of bundled products; d. Boundary between consumer surplus and quality change, i.e. when does it make sense to try to measure value at the margin? e. Distinguishing real (physical) from real (constant exchange value) and impact of chain weighting?</td>
</tr>
</tbody>
</table>

Main challenges to GDP

“China became the world’s largest economy in 2014.” “UK GDP grew by 0.1% in the first quarter of 2018.” “In the Eurozone, inflation as measured by the Harmonized Index of Consumer Prices was up 1.4% in March 2018 compared to the previous March.” Any scanner of websites that cover business news can read statements like these on any day of the week. Each statement relies on modern economic statistics using the System of National Accounts (SNA) as their basis. This chapter briefly outlines how the SNA came to have such a powerful (if background) role. Further, it discusses some of the many criticisms leveled at the SNA, and particularly at Gross Domestic Product, its centerpiece. These criticisms fall into two groups. The first group raises doubts about how accurately GDP is measured. The second is more about the relevance of GDP (and the SNA) as a guide to policy. Even if GDP is measured accurately, is it measuring anything which thoughtful people should be interested in?

Nicholas Oulton, member of the Centre for Macroeconomics at the London School of Economics

GDP and the SNA: A brief history

Simon Kuznets was one of the founders of national income accounting (he was awarded the Nobel Prize in Economics in 1971). In 1950, he published a study that revealed perhaps the most important empirical finding in the whole of economics (Kuznets 1950). His discovery was that economic growth, i.e. the growth rate of GDP per capita, was much higher after the industrial revolution than it had been at any earlier time. So the countries fortunate enough to have passed through the industrial revolution experienced a dramatic acceleration in economic growth and (eventually) in living standards.

“The advent of great inventions does not necessarily lead to faster growth of per capita GDP on a sustained basis”

The industrial revolution therefore marks a new epoch in human history. To non-economists, the industrial revolution is usually characterized by the great inventions accompanying it, such as steam power and railways. But the advent of great inventions does not necessarily lead to faster growth of per capita GDP on a sustained basis. For a counter-example, consider the 15th and 16th centuries in Europe, which saw the invention of printing and improvements in shipbuilding and navigation such as the magnetic compass, which in turn led to the conquest and settlement of the Americas. But we now know that these great discoveries did not lead to an appreciable increase in the European growth rate.

How did Kuznets reach his dramatic conclusion? After all, in 1959, he only had data for 19 countries and these data only stretched back in most cases for about 80 years. He had no data for any country before the industrial revolution. The answer is that he employed a thought experiment. He took the growth rates of GDP per capita, which he had measured in his sample of countries (mostly in the range of 1%–2% per year), and then asked the question: suppose these growth rates had prevailed in earlier centuries, how low would the standard of living have been 200 or 500 years ago? He calculated that the standard of living would have been so low that no-one could have survived. But if they could not have survived, then we would not be around to do these calculations today. Therefore, growth rates must have been lower before the industrial revolution than after it. One can easily convince oneself of Kuznets’ point by calculating what sum would grow to say USD 86’000 (roughly equal to the World Bank’s global poverty standard for annual income today) if compounded at 1% over 200 years. The answer is USD 135, less than a dollar a day. Compounding over 500 years, the answer is less than seven dollars a year. Clearly, these income levels are impossible. Kuznets’ conclusions have subsequently been amply confirmed by direct estimates of income levels and growth rates in pre-modern economies (e.g. Broadberry et al (2016) for Britain).

Uses of GDP

During World War II, pioneering estimates of GDP were used by the UK and US governments for planning the war. Estimates of GDP in current prices sufficed for this purpose since the main question was how much could be spent on the armed forces without reducing household expenditure to an unacceptable level. After the end of World War


II, the national income accounting revolution spread rapidly across the world. The United Nations, under the guidance of other pioneers like Richard Stone (awarded the Nobel Prize in Economics in 1984), took up the challenge of producing an international-ly accepted System of National Accounts. The first version, all of 48 pages long, appeared in 1953. Subsequent versions have appeared in 1968, 1993 and 2008, and further updates are planned. The latest version (European Commission et al. 2009) has grown to 662 pages. For a time, the Soviet Union employed and enforced a rival system on its satellites, the Material Product System (MPS), based on Marxist principles. The disappearance of the Soviet Union has meant the disappearance of the MPS too, even in countries run by communist parties like China.

The post-war development of the SNA met the needs of Keynesian macroeconomic management, support for which was spreading rapidly. For this purpose, GDP is necessary in constant as well as current prices. Quarterly as well as annual estimates of GDP started to appear. Keynesian notions of macroeconomic management are now less popular than they once were, but central banks with a remit to target inflation are just as keen to receive high quality and frequent estimates of GDP and its main components such as consumption and investment.

“Keynesian notions of macroeconomic management are now less popular than they once were”

In parallel with the needs of monetary and fiscal policy, a new market for GDP and the SNA has arisen due to increasing interest in the problems of long-run growth and development, both in developing and developed countries. And this has sparked innovations in official statistics too, such as the capital and productivity manuals of the Organisation for Economic Cooperation and Development (OECD, 2001 and 2009, respectively). The first of these manuals on measuring capital enshrined the fundamental distinction between capital stocks and capital services, originally introduced by Jorgenson (1989), and showed how it could be incorporated into the SNA. Building on the pioneering contributions of Jorgenson and Griliches (1967) and Jorgenson et al. (1987), the second manual on productivity employed the concept of capital services to show how theoretically consistent measures of total factor productivity growth could be derived within the framework of the SNA.

With the rise of major new economic powers like China and more recently India, there has also been increasing interest in international comparisons of the size of different economies (GDP) and their relative standards of living (GDP per capita). The crucial institution here is the International Comparison Program (ICP) run by the World Bank in conjunction with the OECD. The 2005 round of the ICP included 146 countries, covering 95% of the world’s population (World Bank 2008). The latest round in 2011 included 199 countries, though full results are available for only 177 (World Bank 2015). Just as national statistical agencies (NSAs) track prices over time for their domestic price programs such as the Consumer Price Index, so the ICP tracks prices across countries at a given moment in time, e.g. mid-2011, via a collaborative and coordinated network of NSAs. The prices of the individual products and the overall averages for aggregates like household consumption or GDP, all measured relative to US dollar prices in the USA, are known as Purchasing Power Parities (PPPs). In both the national and international programs, broadly the same methodology is used: “matched models” under which the agencies try to track the prices of identical models either over time or across space. The results can be controversial in some cases. China (and Asia generally) turned out to be considerably poorer under the 2005 comparison than many observers had expected. Following methodological changes, China’s and Asia’s rankings rose substantially in the 2011 ICP (Deaton and Aten 2017).

How accurately is GDP measured?

At least in countries with well-developed statistical systems, GDP in current prices (nominal GDP) is considered to be measured reasonably well (it may be a different matter in poor countries (Jerven 2013)). There is much more concern about GDP in volume terms, i.e. real GDP, because moving from nominal to real GDP requires deflating each component by an appropriate price index. There are two major issues with price indices. First, they may not make adequate allowance for quality change and for new goods. Second, for some components of GDP, price indices often do not exist and are thus replaced by proxies or conventions.

Bias in price indices

There has long been concern that price indices may understate quality change and not make adequate allowance for the appearance of new goods, thus leading to an overstatement of inflation and an understatement of real economic growth (very few researchers have advocated the opposite position, though it may be true for individual products?). Most of this evidence is for the USA, but there is no reason to think that other developed countries are any better.

2. For example, when the US Bureau of Labor Statistics introduced hedonic methods to measure commercial rents, it found that the new index rose more rapidly than the “matched models” index it was replacing. The reason was that the old method used “matched apartments” to measure rents. But, over time, the apartments being matched were getting older and less desirable, and this was reflected in the market by declining rents. So the old index was understating inflation in commercial rents and hence overstating growth in the real volume of housing services (Washausen and Moulton 2006).
Perhaps the strongest advocate of this view is Robert Gordon. His earlier work uncovered a huge underestimate of quality change in durable goods prices in the USA in the 19th and 20th centuries up until the early 1980s (Gordon 1990). For example, over the period from 1947 to 1983, he found that the rate of growth of the official producers’ durable equipment deflator was 3% per annum too high and the official deflator for consumers’ durable expenditure was 1.5% per annum too high. He reached this result by replicating the methods used by the US Bureau of Labor Statistics (BLS), but also using extensive non-official data, mostly successive issues of the Sears mail order catalogs. These gave prices together with descriptions of items like lawnmowers, sometimes accompanied by photographs, so he was able to apply the “matched models” method of statistical agencies. The “matched models” method involves tracking the price of the same model over time, thus holding quality constant.

In his more recent book (Gordon 2016), he has argued strongly that growth in the US standard of living since the Civil War and up to the 1970s is severely understated by official statistics because of the revolutionary new products that became available to the typical family over these decades (flush toilets, cars, radio, films, TV, air travel, etc.) are not given full credit in the national accounts. The Advisory Commission to Study the Consumer Price Index (1996), commonly known as the Boskin Commission (of which Gordon was a member), argued that the Consumer Price Index (CPI) had been overstating US inflation by over 1% per year for the years leading up to 1996 due to a combination of factors including inadequate allowance for new goods and quality change. Other factors were substitution bias, outlet bias and formula effects.

“Economic theory has long known how to cope with new goods (or vanished old goods) in calculating a price index”

There are two problems with incorporating the effect of new goods on inflation. First, by virtue of its newness, it may be some time before it is introduced into the price index. Second, even when it has been introduced into the index, its effect on the standard of living will be understated since only price changes after its introduction will affect the index. Everyone may agree that the new goods represent a significant increase in welfare, but this is not captured in the price index and so does not lead to an impact on real income. The first problem is an administrative and budgetary one. The second is more conceptual.
In fact, economic theory has long known how to cope with new goods (or vanished old goods) in calculating a price index. In the case of a new consumer good (or a new input), we should treat it as if it had always existed, but at a price where demand for it is reduced to zero, i.e. its reservation price, also called its virtual price. More precisely, the reservation price is the minimum price at which there is zero demand for the specific good. Prior to its appearance, the new good’s reservation price should be included in the price index, and the good’s actual price should be included after its appearance (Hicks 1940). This makes it clear why ignoring new goods leads to an overestimation of price rises and a consequent understimation of real growth. For the price of the new good has in fact fallen from its reservation level to its observed level, which is necessarily lower.

The problem is how to estimate the reservation price. Researchers have done this for individual products, most notably Hausman (1997) for a new brand of breakfast cereal (Apple Cinnamon Cheerios), see also Hausman (2003), but the results are controversial since they are dependent on particular assumptions about demand and on econometric methods (Grosven et al. 2017). A more easily implementable approach, based on a Constant Elasticity of Substitution (CES) demand system (Feenstra 1994; Redding and Weinstein 2016), may be appropriate in some contexts, but also suffers from restrictive assumptions about the pattern of demand and has the unpalatable property that the reservation price is infinite. More to the point, no statistical agency currently uses the reservation price approach to measure the impact of new goods. So the problem has been parked and we must wait for further research to see whether a practical method can be developed (here “practical” means, in part, “within the budget that governments are willing to allot to statistical agencies”).

Statistical agencies will no doubt implement improved methods as time goes on and research delivers new solutions. But a point to bear in mind is that price indices are almost never revised. So the shortcomings of earlier methods will remain in the historical record, even if the most recent years are better measured.

**Missing or inappropriate price indices**

Real GDP can be measured either from the expenditure side, GDP(E), or from the output side, GDP(O). Consistency requires that the two measures should be equal. On the expenditure side, we have the familiar formula, GDPE = C + I + G + X - M.

Private consumption (C) typically accounts for 60%-65% of GDP and here we can rely on the prices gathered for the Consumer Price Index. The CPI program is the largest and best-funded of all price-gathering programs. Gross fixed investment (I) accounts for another 20% or so of GDP. Here we have to rely on the much less well-funded Producer Price Index program. Exports (X) and imports (M) account for a large fraction of GDP (in some small countries a multiple of GDP), but what matters for GDP is the balance, typically a small proportion of GDP (plus or minus 1%-3%). Since rich countries these days tend to trade mainly with each other and the goods imported and exported are similar, any errors in export and import price indices will tend to cancel out.

**“The shortcomings of earlier methods will remain in the historical record, even if the most recent years are better measured”**

That leaves government consumption (G) – defense and public administration, education, and health – as the remaining major component of GDP(E) and here there is a serious deficiency. Until recently, most countries measured real government output by real government input (essentially hours worked adjusted for the composition of the labor force), which left very little room for productivity improvement and allowed for no improvements in quality. Nowadays, some countries try to do better by using a collection of output measures weighted together by costs. For example, the output of the education sector can be measured by a weighted average of the numbers passing through each stage of the school system, weighted by the costs of providing each stage. This is better than measuring education output by hours worked in this sector, but hardly addresses the quality issue. The quality issue is perhaps greatest in health, where there have been large improvements in health outcomes, sometimes achieved at low cost, for example, the incidence of heart attacks.

3. See Bean (2016) for a comprehensive set of recommendations tailored to the British case for improving economic statistics.

---

“It is probably no coincidence that there has been renewed interest recently in the possible underestimation of GDP growth”

How much difference improved methods would make is hard to judge, though ballpark figures like an additional 0.5% per annum on GDP are sometimes mentioned. It is probably no coincidence that there has been renewed interest recently in the possible underestimation of GDP growth since GDP and productivity growth seem to have slowed down at least since the Great Recession began at the end of 2007 (or perhaps earlier). But there seems little reason to ascribe the slowdown to mismeasurement since the latter was at least as great a problem prior to the appearance of a slowdown (Byrne et al. 2016; Syverson 2017).
and strokes has been greatly reduced by statins and aspirin. It is clear that these improvements are not reflected in the price indices for health output and expenditure. Improving these indices is an active area of research (Groshen et al. 2017).

On the output side, GDP is the sum of value added across industries. Here the appropriate price indices are Producer Price Indices and (where they exist) Service Producer Price Indices (ideally, inputs need to be deflated separately from outputs, but this is not always the case). In practice, statistical agencies tend to put much more weight on the expenditure side for estimates of real GDP. The reason is that the bulk of GDP(E) is private consumption, where price indices are comparatively well measured. So (for example), the UK’s Office for National Statistics adjusts the annual estimates of the growth of real GDP(O) so that they conform to the growth of real GDP(E) to within 0.1% per annum (Lee 2011). They do this by adjusting the growth rates of private service industries. The reason, no doubt, why the adjustment falls on private services is that this is where price indices are either inadequate or missing, so that they have to be replaced by proxies like the CPI.

A large fraction of the output of a modern economy (often larger than the proportion accounted for by manufacturing) is made up of industries supplying mainly intermediate services to business, such as finance and business services of all kinds (accountancy, advertising, contract cleaning, design, legal, management consultancy, computer and software services, etc.). Here price indices are often of low quality or missing altogether (Timmer et al. 2010, pages 90–94). To the extent that we care just about GDP, this does not matter since these problems are largely absent on the expenditure side: business services are an intermediate product so drop out of GDP(E). But, if we also care about what is happening in individual industries, say because we want to trace the origins and impact of the Great Recession, then we will also need better price indices for important industries like finance and business services.

Cross-country comparisons of price and income levels

Although it has attracted far less attention than possible deficiencies in consumer and producer price indices, the accuracy of PPPs is just as pressing an issue. There are conceptual problems that are yet to be fully resolved. To take one example, the relative income levels yielded by successive rounds of the ICP are not consistent with extrapolating from one round to the next using the national accounts of the countries studied. Whether this should be treated as a fact of life or adjusted for in some way is still a matter of debate. One extreme is to largely ignore national accounts and base international comparisons solely on successive PPPs. The other extreme is to pick the “best” single set of PPPs and ignore the others; this approach makes maximal use of national accounts. The debate continues here and also in regard to finding some alternative compromise (Oulton 2015).
GDP and globalization

In 2016 Ireland’s Central Statistical Office announced that Irish real GDP rose by 26.3% in 2015, quite possibly a world record for a single year’s growth and certainly putting China in the shade. This astonishing figure did not result from any revisions to underlying data nor from methodological changes but instead was due to application of the existing rules as approved by Eurostat. GDP measures output generated by residents (persons and corporations) of a given economic territory. But globalization has made residence a somewhat slippery concept. And this has been compounded by the rising importance of income accruing to intellectual property, e.g. royalties and fees for the use of technology and brands. Often these payments are made between subsidiaries of a multinational company. So where the subsidiary generates output and location is important to GDP, particularly if it is located in a small country. And it is no secret that location is often determined by tax considerations.

Should we still care about GDP?

The commonest criticisms of GDP as a target of policy are the following:

1. GDP is hopelessly flawed as a measure of welfare. It ignores leisure and women’s work in the home.
2. GDP ignores distribution. In the richest country in the world, the United States, the typical person or family has seen little or no benefit from economic growth since the 1970s. But, over the same period, inequality has risen sharply.
3. Happiness should be the grand aim of policy. But the evidence is that, above a certain level, a higher material standard of living does not make people any happier. So we should stop looking for policies to raise GDP and look instead for policies that promote happiness.
4. Even if higher GDP were a good idea on other grounds, it is not feasible because the environmental damage would be too great. The planet is finite; so if the truly poor in the Third World are to be allowed to raise their standard of living by a modest amount, then consumers in the rich countries will have to accept a lower standard of living, i.e. lower not higher GDP per capita should be the aim for them.

I consider the first three criticisms in turn. Space precludes a discussion of the fourth.

1. “GDP is hopelessly flawed as a measure of welfare”

GDP is and always was intended to be a measure of output, not of welfare. In current prices, it measures the value of goods and services produced for final consumption, private and public, present and future; future consumption is covered since GDP includes output of investment goods. Converting to constant prices allows one to calculate growth of GDP over time (or differences between countries across space). The exclusion of home production and leisure is not due (I believe) to prejudice against women, but to the desire on the part of national income accountants to avoid imputations wherever possible. However, it is not very difficult to include values for leisure and home production provided the necessary data on time use are available and provided one can decide on an appropriate wage rate to value time spent in non-market activities.

“Future versions of the SNA will no doubt try to find a more realistic basis for the definition of residence”

What seems to have happened in the Irish case is that one or more large multinationals moved the subsidiary which licenses technology and brands to the rest of the group to Ireland, causing the large jump in Irish GDP in 2015. Of course, this made little or no difference to the Irish standard of living (real household disposable income in Ireland rose by 4.6% in 2015, due to continuing recovery from the global financial crisis). And from a planetary point of view it was just a redistribution of, rather than an increase in, global output. Nevertheless it makes the interpretation of Ireland’s GDP, and that of any other country in the future subject to such shifts of residence, problematic. It may well be the case that the Irish subsidiaries generating these huge income flows are not just located in but managed from Ireland. But it is also very likely that the intangible assets generating these flows were not created in Ireland but elsewhere, probably mostly in the USA. Future versions of the SNA will no doubt try to find a more realistic basis for the definition of residence.4


“One can imagine a social welfare function that has GDP as one of its components along with health, inequality, human rights, etc.”

Though not a measure of welfare, GDP can be considered as a component of welfare. The volume of goods and services available to the average person clearly contributes to welfare in the wider sense, though of course it is far from
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“One can imagine a social welfare function that has GDP as one of its components along with health, inequality, human rights, etc.”

Though not a measure of welfare, GDP can be considered as a component of welfare. The volume of goods and services available to the average person clearly contributes to welfare in the wider sense, though of course it is far from
being the only component. So one can imagine a social welfare function that has GDP as one of its components along with health, inequality, human rights, etc. (see comments below on the Stiglitz-Sen-Fitoussi Report).

GDP is also an indicator of welfare. In practice, in cross-country data, GDP per capita is highly correlated with other factors that are important for human welfare. In particular, it is positively correlated with life expectancy, negatively correlated with infant mortality, and negatively correlated with inequality. Figures 1–3 at the end of this chapter illustrate these facts for some 126–146 countries in 2005 (actually these charts, from Oulton (2012), plot household consumption per capita rather than GDP per capita against each welfare measure; but the picture for GDP would be very similar). In other words, richer countries tend to have greater life expectancy, lower infant mortality, and lower inequality (although this last relationship is not a linear one: some middle-income countries have high inequality, but nonetheless the richest countries are also the most equal ones). Correlation is not necessarily causation, though one might certainly make the case that higher GDP per capita causes improved health (Fogel, 2004; Deaton, 2013).

Life expectancy rose steadily throughout the 20th century and is still rising on average in the 21st century. This means that people have more years in which to enjoy the higher consumption they now receive, an aspect of welfare which is not captured just by the GDP statistics. But, recently, the USA has seen a rise in mortality among less-educated, middle-aged whites due it seems to self-harming behavior – drug and alcohol dependency, accidents and suicide (Case and Deaton 2017). Whether this is a specifically American phenomenon, related perhaps to deficiencies in the US social safety net (Edin and Shaefer 2015), or whether the same phenomenon will appear in other developed countries remains to be seen.

According to the Commission on the Measurement of Economic Performance (the Stiglitz-Sen-Fitoussi Commission), policy should be concerned with well-being, and well-being is multi-dimensional (Stiglitz et al., 2009, page 15): “To define what well-being means a multidimensional definition has to be used. Based on academic research and a number of concrete initiatives developed around the world, the Commission has identified the following key dimensions that should be taken into account. At least in principle, these dimensions should be considered simultaneously:
1. Material living standards (income, consumption and wealth);
2. Health;
3. Education;
4. Personal activities including work;
5. Political voice and governance;
6. Social connections and relationships;
7. Environment (present and future conditions);
8. Insecurity, of an economic as well as a physical nature.”

Few will disagree that these dimensions of life are important for human welfare and no-one can object to improved measurement. There is clearly a role for government in measuring and tracking these dimensions. To what extent, however, does a dimension like "social connections and relationships" should be objects of government policy is open to question. It is doubtful in my view that effective policy levers exist. And, even if they did, the scope for a vast extension of the reach of government is worrying.
If one sticks to measurement and is somewhat less ambitious than the Stiglitz-Sen-Fitoussi Report, then further progress is possible. Jones and Klenow (2016) use an expected utility framework to combine measures of life expectancy, inequality and consumption to construct what they call a consumption-equivalent welfare measure for a large sample of countries. Their measure turns out to be highly correlated with GDP per capita.

2. “Growing GDP is pointless since most people don’t benefit”

This claim is most often made in relation to the USA. Many people assert that real household income levels there have stagnated since the 1970s, despite labor productivity and GDP per capita growing quite rapidly.\(^5\) It is non-controversial that income inequality has been rising for decades in the USA, but does this mean that the typical household has received no benefit from growth? A comprehensive examination of these issues appears in an article by Wolff et al. (2012). Their results reveal quite a different picture.

They define a number of income concepts that are superior to GDP as a measure of household welfare: Comprehensive Disposable Income (CDI), Post Fiscal Income (PFI), and their preferred measure, the Levy Institute Measure of Economic Well-Being (LIMEW). CDI is household income, including property income (on an annuitized basis), less taxes plus cash and non-cash benefits. PFI adds to this individual public consumption (e.g., publicly provided health and education, but not things like defense). Finally LIMEW adds the value of household production. These measures are all per household. For LIMEW they also report equivalent median income; “equivalent” means that corrections are made for changing household size and composition. They estimated each of these income measures over the period 1959–2007 and for various sub-periods. Since measuring economic welfare over time is the objective, they convert each measure to real terms using the CPI and consider the median household values.

“It is non-controversial that income inequality has been rising for decades in the USA, but does this mean that the typical household has received no benefit from growth?”

The growth rates of these four concepts of household income appear in lines 1–4 of Table 1 at the end of this chapter, with the last column showing growth over the whole 1959–2007 period. The main point to take away is that median LIMEW grew at 0.67% per . Furthermore, if we look at the sub-periods in the table, we can see that there is no sign of a slowdown, except perhaps in 2004–2007. Interestingly, the period 1959–1972, supposedly the golden age of economic growth, was actually a comparatively poor one for households. Far and away, the best period for households was 1982–1989, which coincides roughly with the Reagan presidency if we are allowed to ignore 1980–1981, the Volcker deflation and recession.\(^6\)

The second take-away from Table 1 is that all these measures grew much less rapidly than GDP per capita, shown in line 9, which grew at 2.18% per . over this period. None of the household measures grew at anything like this rate, e.g., their preferred measure, median LIMEW, grew at only 0.67% per as mentioned before. What accounts for this huge gap? Wolff et al. do not discuss this much, but here is my explanation:

- Household size and composition have been changing: there are fewer children and more single households (Gordon, 2009). Hence equivalent median LIMEW grew faster than median LIMEW by some 0.34% per (the same household income is spread over a smaller number of people).
- If the distribution of income had stayed the same, then mean LIMEW would have grown at the same rate as the median. In fact, the mean grew faster than the median by 0.30% per. According to my estimates, equivalent mean LIMEW (line 6) therefore grew by 1.31% per.
- LIMEW is deflated by the CPI, while GDP is deflated by the GDP deflator (more precisely, each component of GDP is deflated by its own price index). It so happens that the CPI grew more rapidly than the GDP deflator: the difference was 0.45% per over 1959–2007 (line 10). Employing the GDP deflator rather than the CPI raises the growth of equivalent mean LIMEW to 1.76% per (line 7). Arguably it would be better to use the price index for personal consumption expenditure (PCE) from the US National Income and Product Accounts (NIPA) as a deflator. Methodologically, the PCE is superior to the CPI since it is an annually chained Fisher index, while the CPI is a bi-annually chained Laspeyres.\(^7\) Line 8 shows that the result would then have been much the same as deflating by the GDP deflator.

---

5. There is considerable evidence that mean real wages, analyzed by age, gender and educational level, have stagnated since the 1970s. But this does not quite establish that living standards have also stagnated since the composition of the labor force might have shifted to better-paying jobs. And property income, taxes and benefits have to be taken into account too.

6. GDP per capita was 2.8% below its 1979 level in 1982, which helps to explain some of the rapid growth after 1982. GDP per capita grew at 2.43% per over 1980–88, still faster than any sub-period except 1959–72.

7. McCulley et al. (2007) show that from Q1 2002 to Q2 2007, almost half of the 0.4 percentage point difference between the two deflators in annual growth rates was explained by the formula effect; most of the rest was explained by differences in relative weights due to the use of different surveys.
Much of the remaining gap between median LIMEW and GDP per capita can probably be explained by two factors. First, investment has grown faster than consumption over this period, pulling up GDP in relation to consumption. Second, household production is included in LIMEW, but not in GDP: household production grows slowly because, by assumption, there is zero technical progress. These factors may account for the remaining 0.42% p.a. of the difference between the growth rates of median LIMEW and GDP per capita over the 1959–2007 period.

These remarks are not meant to suggest that GDP per capita is a better measure of welfare than (equivalent) median LIMEW, but rather to explain how there can be such a large difference between the growth rates of the two.

The conclusion is that the median US household has gained significantly from economic growth since 1959. This remains the case even though the median household would have gained more (to the extent of 0.30% p.a.) if inequality had not widened. However, most of the gap between the growth in GDP per capita and in median LIMEW is not due to rising inequality, but to the other factors detailed above. Furthermore, and contrary to the common view, there were large gains in the 1980s, which continued, albeit at a slower rate, in the 1990s and even into the 2000s.

“One can move “beyond GDP” to explain how household welfare relates to GDP”

The above analysis is an attempt to show how, while still making use of the SNA, one can move "beyond GDP" to explain how household welfare relates to GDP. The main point is that rising inequality has certainly reduced the gains from higher productivity that would otherwise have accrued to the typical US household, but has not eliminated these gains completely.

The analysis stops in 2007, the last year of the boom. The median household has certainly done worse during the Great Recession and its aftermath, mainly because of lower productivity growth and declining labor force participation. Whether these adverse headwinds will continue to operate is an important question. On the one hand, there are techno-optimists like Brynjolfsson and McAfee (2014) who argue that developments in AI are about to open a cornucopia of productivity growth. On the other hand, there are techno-pessimists like Gordon (2016) who...

---

8. This is probably because the prices of investment goods have been falling in relation to consumption goods, i.e. technical progress has been more rapid in investment goods. To keep the capital output ratio constant in current price terms, investment has to grow faster than consumption in steady state.
argue the opposite: the great innovations are all in the past and the impact of developments in artificial intelligence and information technology will be much more limited in the future. Gordon’s pessimism finds support in Fernald’s work on the growth of total factor productivity (TFP) in the USA. He finds that TFP growth started to slow down after 2003, four years before the onset of the Great Recession. But elsewhere I have argued that this pessimism is overdone (Oulton, 2018). Much of the slowdown in both labor productivity and TFP since 2007, particularly in Europe, is due to the Great Recession itself. So when the Western economies are fully recovered productivity growth can be expected to revive as well.

Should GDP be adjusted for inequality?

There have been a number of suggestions for discarding GDP in favor of a measure that takes explicit account of inequality. One of the best-known measures is based on the Atkinson index of inequality (Atkinson, 1970):

\[
Z = \left( \frac{1}{N} \sum_{i=1}^{N} y_i^{1-\varepsilon} \right)^{1/(1-\varepsilon)}, \quad 0 \leq \varepsilon < 1
\]

where \( y_i \) is the income of the \( i \)-th person (or household), \( N \) is the number of people (or households) and \( \varepsilon \) is a parameter measuring “inequality aversion.” If \( \varepsilon = 0 \) then society cares nothing for inequality, in which case the Atkinson measure reduces to GDP per capita (or per household).

In the standard treatment, of which the Atkinson index is an example, inequality is bad per se, though people may differ in the extent to which they are inequality averse. I would argue that our moral intuitions about inequality are too complex to be wholly captured by this formulation. In particular, the crucial issue of merit or desert is omitted. If the Atkinson/Sen approach were the whole story, then social welfare would be raised by abolishing two institutions (among others): the national lotteries run in many countries and the Nobel prizes. Both increase inequality unambiguously. Indeed Nobel prizes must be the most unequally distributed of all forms of income: only a dozen or so individuals receive one each year out of a world population of some 7.5 billion.

Nobel prizes could be justified on Rawlsian grounds: monetary incentives are needed to induce the effort required to make discoveries that benefit everyone, including the worst off. But suppose that it could be conclusively shown that the monetary rewards are not necessary, and that the prize winners (and their less-successful colleagues) would have expended the same effort in exchange for just the honor and glory alone? I suspect that most people would still be quite happy to see the winners receive a monetary reward, even if it was not economically required. This is because they are perceived to deserve it. With national lotteries, a different form of desert comes into play. In the UK version, some winners receive GBP 20 million or more and, in one sense, no-one is worth this amount. But anyone can buy a lottery ticket and, as long as the lottery process is perceived as fair, most people are quite happy with the outcome.

Merit or desert is a complex issue and it may be that people’s views are not entirely consistent. Who gets the money and for what may well make a difference. The large rewards paid to professional footballers may be seen by many people as justified (as long as they are playing well), in contrast to the similar-sized rewards paid to some bankers, especially after the global financial crisis.

Then there is the issue of redistribution, particularly welfare payments. Here it is obvious that notions of merit or desert play a major role in most people’s thinking. Paying welfare benefits to a former soldier with post-traumatic stress disorder may well be seen as one thing; paying the same amount to a drug addict with addiction-induced mental health problems may seem quite another. Whether justified philosophically or not, the point is that moral perceptions such as these exist and, in a democracy, they should be taken into account.

In summary, it is not clear that the Atkinson index would meet with universal approval, even setting aside the issue of varying “taste” for inequality (the parameter \( \varepsilon \)). There is certainly a case for developing an index that takes explicit account of inequality as does the Atkinson index. But, fortunately, we do not need to choose between GDP and the Atkinson index (or any similar one). We are free to use and argue for both.

3. “Raising GDP per capita is pointless as it doesn’t make people any happier”

Surveys of well-being or happiness repeatedly show that, within any given country at any point in time, richer people report themselves to be happier than poorer people. But, when the same survey is repeated in the same country over time, there is no rise in the average level of happiness despite the fact that per capita income has gone up. Most of the time series evidence is for the USA. This result is known as the Easterlin paradox.

The commonest explanation for the paradox and the one suggested by Easterlin himself is that, at least above a certain level of income, people care more about their relative position in the income scale than they do about their absolute position. They are motivated by envy of those more successful than themselves and also by the satisfaction obtained by looking down on the less successful, rather than by the pure desire for material goods. This explanation reconciles the cross-section and time-series evidence. But it leaves the implication that stopping growth would have no effect on happiness. Also, more redistribution from rich to poor would raise overall happiness, given that the rich are less numerous than the poor. At least this would follow if we take a utilitarian view and provided that redistribution did not reduce GDP too much through adverse incentive effects.

I must admit that I am puzzled by these survey results, mainly because they are inconsistent with other facts about people’s behavior. First,
one might ask if people care mainly about their relative position, why has there been so much fuss about the financial crisis? After all, for most people in most countries, the drop in income has been (on this view) trivially small, no more than 5%, and, furthermore, it fell disproportionately on the rich (at least initially). Second, if people care about their relative position, why does this have to be expressed in terms of annual income? After all, many workers in developed countries today can work part time if they want to. Consider two workers, A and B. A has a higher daily rate of pay, but chooses to work only three days a week. B earns less per day, but chooses to work five days a week, so his annual income is higher than A’s. So why can’t A boast that his daily rate of pay is higher than B’s even if his annual earnings are lower? That way he can satisfy his desire to lord it over B while still enjoying a leisurely lifestyle. In other words, a concern for relative position does not necessarily force people to work harder or longer than they would otherwise wish to do. But perhaps B-types are commoner than A-types. Surveys of part-time workers regularly show that many would like to work longer hours if only they could.

“People’s leisure choices provide powerful evidence against the view that only relative position matters”

In fact, people’s leisure choices provide powerful evidence against the view that only relative position matters. The classical economists argued that the amount of time people were prepared to work depended on the range of goods and services available for consumption. This was the basis for Adam Smith’s “vent for surplus” theory of international trade, which was elaborated by John Stuart Mill (1871, Book III, chapter XVII):

“A people may be in a quiescent, indolent, uncultivated state, with all their tastes either fully satisfied or entirely undeveloped, and they may fail to put forth the whole of their productive energies for want of any sufficient object of desire. The opening of a foreign trade, by making them acquainted with new objects, or tempting them by the easier acquisition of things which they had not previously thought attainable, sometimes works a sort of industrial revolution in a country whose resources were previously undeveloped for want of energy and ambition in the people: inducing those who were satisfied with scanty comforts and little work, to work harder for the gratification of their new tastes, and even to save, and accumulate capital, for the still more complete satisfaction of those tastes at a future time.”

Let us imagine that over the roughly 220 years since the beginning of the Industrial Revolution in Britain, process innovation has taken place at the historically observed rate, but there has been no product innovation in consumer goods (though I allow product innovation in capital goods). The UK’s GDP per capita has risen by a factor of about 12 since 1800. 10 So people today would have potentially vastly higher incomes than they did then. But they can only spend these incomes on the consumer goods and services that were available in 1800. In those days, most consumer expenditure was on food (at least 60% of the typical family budget), heat (wood or coal), lighting (candles) and clothing (mostly made from wool or leather). Luxuries like horse-drawn carriages were available to the rich and would now in this imaginary world be available to everyone. But there would be no cars, refrigerators, washing machines, dishwashers or smartphones, no radio, cinema, TV or Internet, no rail or air travel, and no modern health care (e.g. no antibiotics or antiseptics). How many hours a week, how many weeks a year and how many years out of his/her expected lifetime would the average person be willing to work? My guess is that, in this imaginary world, people would work a lot less and take a lot more leisure time than people do today. After all, most consumer expenditure nowadays goes on products that were not available in 1800 and a lot on products not invented even by 1950.11

“Policy should take people as they are, not as others would have them”

Overall, the proportion of time devoted to market work has not changed much in the last century, though this masks differences between women whose contribution has been rising, while that of men has been falling. But the rough constancy of the labor/leisure choice may be somewhat of an accident, produced by a battle between product and process innovation. There is no guarantee that this constancy will persist. If consumer product innovation falters, then I would expect leisure to rise. Of course other factors are at work here too: increased longevity, itself probably a product of economic growth, is generating pressure for increased work effort.

In summary, people’s choice between labor and leisure demonstrates that they value higher consumption in an absolute and not just a relative sense. So rising GDP per capita would be in accordance with people’s desires and preferences. Philosophers and social critics may object that the average person’s desires and preferences are trivial, ill-informed and misguided (an attitude which can be traced back at least as far as Plato’s Republic), but policy should take people as they are, not as others would have them.

11. Only about a tenth of the family budget goes on food nowadays and, even within the food basket, many items were not available in 1800.
Conclusion: Not fade away?

The thought experiment just discussed suggests another one. Assume that technical progress continues to raise labor productivity over the next century at something like the rate experienced in the last 100 years. Will the typical consumer in Western societies take the benefits in the form of ever-increasing leisure? If so, consumers would be increasingly satiated with the goods and services that GDP measures. So, in this era of material abundance, GDP might come to be viewed as not wrong, but increasingly irrelevant. Such societies would probably have their share of problems due to the uses to which some people might put their ever-more-abundant leisure. But the analysis of such problems would not be helped much by the GDP statistics.

This second thought experiment envisages the same scenario as the first: no new consumer goods or services. We know that the two centuries since 1800 have seen an enormous variety of new consumer goods invented and made available on the market. It seems to me very unlikely that this inventiveness will simply come to a dead halt in the foreseeable future. So I expect new consumer goods to appear in a steady stream. On this count alone, GDP and the SNA will continue to be useful. Also much of the rest of the world outside the magic circle of Western societies remains poor. Today’s poorer countries will likely retain an interest in GDP for many decades to come.

Throughout its more than 60-year official life, the SNA has expanded to address new concerns. The “core” SNA is now buttressed by satellite accounts covering interactions between the economy and the environment and household activities. I expect this process to continue and deepen as international discussions proceed toward agreeing on a successor to the 2008 SNA.

---

**Figure 1**
Infant mortality vs. household consumption per head (log scales)

Note: 146 countries, household consumption deflated by EKS Fisher PPP.
Source: Oulton (2012)

**Figure 2**
Life expectancy vs. household consumption per head (log scales)

Note: 144 countries, household consumption deflated by EKS Fisher PPP.
Source: Oulton (2012)

**Figure 3**
Inequality (Gini) vs. household consumption per head (log scale for household consumption)

Note: 126 countries, household consumption deflated by EKS Fisher PPP.
Source: Oulton (2012)
Table 1

Real income measures, per capita and per household, in the USA: annual percentage rates of growth, 1959–2007

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Deflated by CPI-U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Median CDI</td>
<td>1.22</td>
<td>-0.29</td>
<td>2.16</td>
<td>0.88</td>
<td>0.62</td>
<td>0.16</td>
<td>0.85</td>
</tr>
<tr>
<td>2. Median PFI</td>
<td>1.55</td>
<td>-0.38</td>
<td>2.16</td>
<td>1.00</td>
<td>0.69</td>
<td>0.65</td>
<td>0.98</td>
</tr>
<tr>
<td>3. Median LIMEW</td>
<td>0.36</td>
<td>-0.68</td>
<td>2.82</td>
<td>0.93</td>
<td>0.96</td>
<td>0.22</td>
<td>0.67</td>
</tr>
<tr>
<td>4. Equivalent median LIMEW</td>
<td>0.94</td>
<td>-0.13</td>
<td>3.22</td>
<td>0.97</td>
<td>0.84</td>
<td>0.42</td>
<td>1.01</td>
</tr>
<tr>
<td>5. Mean LIMEW</td>
<td>0.53</td>
<td>-0.41</td>
<td>2.87</td>
<td>1.90</td>
<td>0.22</td>
<td>0.73</td>
<td>0.97</td>
</tr>
<tr>
<td>6. Equivalent mean LIMEW</td>
<td>1.11</td>
<td>0.14</td>
<td>3.27</td>
<td>1.94</td>
<td>0.10</td>
<td>0.93</td>
<td>1.31</td>
</tr>
<tr>
<td>Deflated by GDP or PCE deflator</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Equivalent mean LIMEW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(deflated by GDP deflator)</td>
<td>1.02</td>
<td>1.26</td>
<td>3.64</td>
<td>2.74</td>
<td>0.26</td>
<td>0.94</td>
<td>1.76</td>
</tr>
<tr>
<td>8. Equivalent mean LIMEW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(deflated by PCE deflator)</td>
<td>1.35</td>
<td>1.16</td>
<td>3.26</td>
<td>2.55</td>
<td>0.47</td>
<td>1.29</td>
<td>1.77</td>
</tr>
<tr>
<td>9. GDP per capita</td>
<td>2.73</td>
<td>1.34</td>
<td>3.37</td>
<td>2.03</td>
<td>1.26</td>
<td>1.58</td>
<td>2.18</td>
</tr>
<tr>
<td>Memo items</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. CPI-U deflator less GDP deflator</td>
<td>-0.09</td>
<td>1.12</td>
<td>0.37</td>
<td>0.80</td>
<td>0.14</td>
<td>0.00</td>
<td>0.45</td>
</tr>
<tr>
<td>11. PCE deflator less GDP deflator</td>
<td>-0.32</td>
<td>0.10</td>
<td>0.39</td>
<td>0.19</td>
<td>-0.22</td>
<td>-0.36</td>
<td>-0.01</td>
</tr>
<tr>
<td>12. CPI-U deflator less PCE deflator</td>
<td>0.23</td>
<td>1.02</td>
<td>-0.02</td>
<td>0.61</td>
<td>0.37</td>
<td>0.36</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Notes:
CDI: Comprehensive Disposable Income. CDI equals LIMEW less the value of household production and public individual consumption, per household.
PFI: Post Fiscal Income. PFI equals LIMEW less the value of household production, per household.
LIMEW: Levy Institute Measure of Economic Well-Being, which is income less taxes plus cash and non-cash benefits plus individual public consumption plus household production, with property income valued on an annuity basis, per household.
Equivalent median LIMEW: median LIMEW per equivalent household, i.e. after adjusting for household size and composition.
Equivalent mean LIMEW: calculated as growth of equivalent median LIMEW plus growth of mean LIMEW minus growth of median LIMEW.
In lines 1-6, the deflator is the CPI-U. GDP per capita (line 9) is deflated by the GDP deflator.

Sources:
Wolff et al. (2012), Tables 2 and 3, and own calculations. Lines 1-4 are from Table 2 of Wolff et al. (2012). Line 5 is my calculation based on Table 3 of Wolff et al. (2012). Line 9, GDP per capita ( chained 2005 dollars), is from the U.S. NIPA, Table 7.1, and the PCE and GDP deflators are from the U.S. NIPA, Table 1.1.4; downloaded on 18/05/2012 from www.bea.gov. The CPI-U (line 12), the Consumer Price Index for Urban Consumers, is from the U.S. Bureau of Labor Statistics, downloaded from www.bls.gov on 12/07/2012.
Alternatives to GDP

Thinkers as far back as Aristotle have claimed that wealth is a means to achieving objectives, such as enabling people to live happy and fulfilling lives. While there are no guarantees for happiness, economic development can nevertheless be used to achieve positive social impact that can broaden an individual’s spectrum of choices and give everyone greater capacity and capability to lead fulfilling lives in the manner they see fit. Apart from social factors, there are two other areas that are essential to human well-being – a healthy environment and technological progress.

It is no surprise that improved health, as well as reduced economic and gender inequality, can enable individuals to achieve a positive social impact. Assessments of economic development should therefore also consider social indicators such as health, economic and gender inequality in order to evaluate if increasing wealth is also enhancing societal well-being. Furthermore, healthier, more equal, and more inclusive societies are likely to be more productive economically.

Environmental pollution is harmful to human health, while climate change tends to disproportionately affect the poor. Measures of economic development should therefore account for environmental impact and sustainability. In the long run, ensuring environmental sustainability will be good for economic growth as healthier soils, cleaner seas, and living forests will produce much more than if they were degraded or polluted. Furthermore, healthy ecosystems provide a range of ecological services such as air and water filtration, the true benefits of which are not yet accounted for in existing established economic measures.

“Measures of economic development should account for environmental impact and sustainability”

Historically, technological progress has reached an unprecedented stage of advancement. The ongoing Fourth Industrial Revolution and its associated technologies such as artificial intelligence will have a significant impact on economies and societies, and potentially affect human well-being. Measures of economic development should therefore also account for technological change and its potential impacts.

Environmental issues, social impact, and technological progress are vital to people’s everyday lives, and thus should be properly incorporated into measures of societal well-being and economic wealth. While GDP is the most widely used standard metric, it might not be comprehensive enough to be universal. Alternative measures to GDP attempt to expand the outlook beyond the existing standards, so that countries around the world can better track their progress and world leaders can make better decisions for their people.

Accounting for the environment

Environmental aspects of economic development indicators have been discussed widely, as sustainability concerns gain traction. There is sound economic reasoning behind exploring these. If, for example, we have an oil spill, the costs associated with cleaning it up are often counted in GDP, thus inflating GDP figures and making the oil spill look like growth. However, even putting environmental costs aside, many have argued that measuring sustainability in addition to growth is important when talking about economic development since sustainability is integral to long-term progress.

Such concerns have given rise to a slew of alternative growth measures. One group focuses entirely on environmental externalities and is chiefly represented by green GDP measures, an umbrella term that has gained considerable popularity among economists and policymakers. By factoring in the
environmental consequences of growth and production, green GDP measures deflate overstated GDP calculations, which focus solely on capital and labor, while taking land, or in other words the environment, as fixed. Because it takes land as changeable, green GDP can help policymakers make more informed decisions regarding the economy as well as environmental regulations and standards. On the other hand, an inherent challenge is the reliable measurement and monetary valuation of changes in environmental quality. However, the importance of incorporating environmental concerns into development measures has kept green GDP popular despite such concerns.

Sustainable National Income

While there are numerous approaches to green GDP, one of the most popular ones is Sustainable National Income (SNI), an indicator that takes into account to what extent our income should be allowed to grow if we want to keep our current level of welfare. Unlike GDP, not only does SNI incorporate sustainability in its income measures, but it can also be used to measure environmental degradation through a simple calculation of the difference between actual and sustainable income. However, this information comes at a cost – to be able to measure these sustainable levels, one must make assumptions. These include absolute sustainability preferences among the public and variables such as technology and employment being stable. However, technological and labor changes have been very rapid in recent years.

“SNI could be used as a good supplement to GDP, especially when trying to measure whether economic growth has come at an environmental cost”

Moreover, while economists often make use of homogeneous preferences or keeping certain variables stable, such assumptions can make for an indicator that is less accurate than GDP, mainly because opinions on sustainability vary widely. Considering the lack of consensus on welfare measurement, it can be hard to pick the assumptions that will lead to the most accurate measurement. Additionally, SNI implies that there is a trade-off between production and sustainability, which is not necessarily the case. Given the current state of most economies, such a trade-off can seem logical. However, green technology glosses over this trade-off in some cases, especially when it comes to energy generation.

Furthermore, a major downside to SNI as a measure of sustainable production levels is its assumption that with the maximum sustainable production level considering technology, environmental functions should be available “forever.” Assuming that this can happen with any production level is highly optimistic, especially considering that, in any system, there is eventually an unexpected shock – none exists under perfect conditions. Nevertheless, whereas SNI might appear as more of a theoretical indicator rather than a practical one, it can be used in measuring how far away from the level of sustainable income a country is. However, without making the difference between sustainable and actual income, SNI by itself offers little usability and comparability. It could be used as a good supplement to GDP, especially when trying to measure whether economic growth has come at an environmental cost.

Genuine Progress Indicator

A second group of indicators takes into consideration both environmental and social aspects, which are neglected by GDP. A promising alternative to GDP is the Genuine Progress Indicator (GPI). The GPI starts with consumption data similar to that used in GDP calculations. It then adjusts this by (1) deducting for items such as income inequality, costs of crime, environmental degradation, and loss of leisure, while (2) adding the impact of items like services from consumer durables and public infrastructure, as well as the benefits of volunteering and housework.

One advantage of the GPI is that it is expressed by means of a single figure in monetary terms, and as such has the same scale as GDP. The GPI can thereby serve as a per capita measure of economic performance that can be compared across nations and regions. Taking a closer look at Figure 1, which shows the GPI and GDP per capita for the USA, we can see that while GDP per capita has steadily increased since 1950, GPI per capita has remained relatively stable. This would imply that the costs of economic growth, which are not captured in GDP, have undone the benefits. Whereas GDP experienced steady growth rates, the GPI did not. As it deducts for environmental degradation, among other “costs of economic growth,” the GPI will decrease the larger these deductions become. In Figure 1, we can see that these deductions have actually become so large that they neutralize the benefits of economic growth.

4. Ibid
One of the most cited critiques of the GPI is that it requires subjective value judgments over which items to include and how to value them.\(^8\) Additionally, the GPI is a weak measure of sustainability as it assumes perfect substitutability among different forms of capital.\(^9\) For instance, the depletion of natural resources can be masked by substitution of human-built capital since all items are expressed in the same unit, i.e., monetary terms. However, human-built and natural capital are in fact not interchangeable. Even if we have great human capital benefits, these can never substitute vital natural capital attributes such as, for example, the ozone layer. Thus, taking sustainability differences into account is traded off for the advantage of expression in monetary terms.

**Adjusted Net Savings**

Another recognizable alternative to GDP, resulting from the vast amount of criticism over GDP’s limitations concerning sustainable growth,\(^10\) is the Adjusted Net Savings (ANS) indicator (also known as Genuine Savings), which is expressed as a percentage of Gross National Income (GNI). ANS encompasses the standard national accounting measure of gross saving, adjusted by (1) deducting the consumption of fixed capital, (2) adding current public expenditure on education, (3) deducting estimates of natural resource depletion, and (4) deducting for damages from carbon dioxide and particulate emissions.\(^11\) The interpretation of ANS is straightforward: a negative ANS denotes that we are depleting capital stocks, whereas a positive ANS means that we are building wealth.

The ANS indicator has earned a strong recognition due to its coherence and simplicity, but also because it has been adopted to various supra-national institutions, including the World Bank, the United Nations,\(^12\) and the European Union.\(^13\)

Since ANS can be used on a national, regional and global scale, and because the calculation involves corrections for human and natural capital, its employment appears to be a desired policymaking instrument for the qualitative measure of growth. Among other shortcomings, ANS suffers from the same drawback of being a weak sustainability measure just like the GPI discussed earlier, as it allows natural resources to be compensated by production and human capital.\(^14\) Thus, despite promising efforts, the ANS indicator itself appears to be a step in the right direction, rather than a ready-made alternative for GDP.

**Accounting for social factors**

The most important assets of a nation are arguably its people rather than the sum of its material wealth since human beings are both the means and the ends of economic development.\(^15\) Growing awareness of the importance of improving human welfare through development has led to various indices being created that assess human and societal well-being by considering social indicators such as health, education, economic inequality, and gender inequality. These indicators are particularly important since improved health and education, as well as reduced economic and gender inequality can enhance the range and capabilities of individuals to make choices that can enable them to live happy, fulfilling lives.

---

13. It was considered potentially useful as one of the indicators for the Lisbon Agenda.
There are also potential economic benefits to be gained from using national wealth to achieve social impact. For instance, research suggests that reducing gender inequality could potentially boost GDP growth. Social impact can be defined as “a significant, positive change that addresses a pressing social challenge,” such as low life expectancy and educational levels, as well as economic and gender inequality. Alternative indices can serve as a useful tool for policymakers by providing insights about social challenges and stimulating reflection about how economic resources could best be used to achieve the desired social impact.


Human Development Index

As an alternative to GDP, the United Nations Development Programme (UNDP) launched the Human Development Index (HDI) in 1990, which measures the development of countries not only through economic growth, but also in terms of people’s capabilities, longevity, and quality of life. The HDI was created to put emphasis on how people live and develop throughout their lives, and how the different levels of human development can affect macroeconomic variables important to the economic growth of a country such as GNI and GDP.

The three dimensions comprising the HDI are long and healthy life, knowledge, and a decent standard of living. The HDI is a geometric mean of normalized indices for each of the three dimensions, as shown in Figure 2. The index uses life expectancy at birth as an indicator for health since people born into healthier environments can generally expect to live longer. Expected and mean years of schooling are the indicators the HDI uses to measure how knowledgeable the society is. The third component, “a decent standard of living,” is gathered from the GNI per capita. Due to its holistic approach, the HDI can stimulate discussion about why countries with similar levels of income still have varying degrees of human development.

Figure 3 is a color-coded map of the world according to HDI levels. The darker the shading, the higher is the level of human development for that given country. When compared to Figure 4, a color-coded
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**Figure 2**

**Human Development Index (HDI)**

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Long and healthy life</th>
<th>Knowledge</th>
<th>A decent standard of living</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicators</td>
<td>Life expectancy at birth</td>
<td>Expected years of schooling</td>
<td>Mean years of schooling</td>
</tr>
<tr>
<td>Dimension index</td>
<td>Life expectancy index</td>
<td>Education index</td>
<td>GNI index</td>
</tr>
</tbody>
</table>

Source: Human Development Report 2016 Technical Notes

**Figure 3**

**Global HDI Levels 2016**

- Very high human development
- High human development
- Medium development
- Low human development

map of the world according to wealth, one can observe that wealthier countries tend to have higher levels of human development. This makes perfect sense, given that a decent standard of living is one of the three pillars of the HDI. It reflects the importance of material standards of living for overall well-being. Meanwhile, higher levels of wealth result in more resources being available to improve health and education, thereby contributing to higher levels of human development as measured in the HDI.

Health has an impact on, and is also influenced by, human development, economic growth, and sustainability. As economic growth and advancement have slowed down over the last decade, it is of increasing importance for individuals and countries to gain competitive advantages through living healthier lives, reducing healthcare costs, increasing productivity, and raising the levels of societal well-being. Figure 5 shows the relationship between world current health expenditure and world GDP growth based on World Bank data from 2000 to 2015. The graph demonstrates that world current health expenditure as a percentage of GDP has remained at rates of between 8%–10% and trended upward over time, while the world GDP growth rate has fluctuated at around 2%–4% in the same period.

According to the World Bank, the large gap between these two indicators shows the increasing inability of GDP growth to keep up with rising health expenditure around the world. Policymakers will face the challenge of how to pay for
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expanding health costs while economic growth is slowing down. Indices that provide information about average societal health levels, such as the HDI, are thus likely to become ever more relevant than before.

“A well-educated and skilled labor force is necessary for countries to diversify their economies”

Education is also critical to human and economic development. The widely adopted view is that education increases skills and knowledge and provides greater opportunities in life. Also, higher levels of education can stimulate innovation, which boosts economic productivity. A well-educated and skilled labor force is necessary for countries to diversify their economies and move up production value chains, which is crucial for prolonged economic development. GDP does not consider health indicators or educational levels. A focus on GDP alone may lead to policies that promote economic development, but that leads to increased pollution or elevated stress levels, which can all trigger the onset of non-communicable diseases (NCDs) that are long-lasting and have high treatment costs. More holistic development measures like the HDI that emphasize health and education can help policymakers strike a balance between promoting more sustainable economic growth and increasing human well-being by building up a healthier and better educated workforce.

Inclusive Development Index

Despite the widespread adoption and utilization of the HDI as a holistic measure of national progress, analysts have continually attempted to redefine development in yet more meaningful and nuanced ways. These attempts often strive to quantify economic well-being in a manner that captures more relevant information than purely GDP per capita. The HDI as it was originally created has certain limitations. It does not account for the environmental impact on human well-being, nor does it consider the influence of inequality on human development. Therefore, several alternative metrics such as the Inequality-Adjusted HDI have been created to account for this shortcoming.

In 2017, the World Economic Forum (WEF) created the Inclusive Development Index (IDI). This new metric examines economic prosperity, in the contexts of growth and development, inclusion, and intergenerational equity.\textsuperscript{21}

Deepening inequality as a consequence of pro-growth policies such as free trade agreements has been cited as a key cause of the recent global surge in support for populist politicians.\textsuperscript{22} The political disruptions engendered by inequality as well as growing awareness of the economic consequences of inequality have spurred a broader focus on equity and inclusive growth, and led to the development of indices that include indicators for inequality. To evaluate the three pillars of economic prosperity, namely growth and development, inclusion, and intergenerational equity, the IDI uses a range of indicators. In addition to GDP per capita, the IDI examines 11 other indicators, including Gini measures of income and wealth inequality, dependency ratios and public debt levels to better assess an economy’s overall standing.\textsuperscript{23} The IDI is designed to better reflect society’s bottom-line measure of economic progress, namely broad-based living standards. Living standards are a multidimensional phenomenon that encompasses income, employment opportunity, economic security, and quality of life. The IDI’s bottom-line approach allows it to serve as a useful complement to GDP, which can be understood as a top-line metric of national economic performance.\textsuperscript{24}

Since the IDI’s varying component indicators are frequent and logical targets of policymakers, the index carries the same intuitive appeal that has long kept GDP per capita a popular indicator. The IDI aims to both provide an impetus for policymakers to make beneficial prescriptions, while simultaneously creating a practical framework within which they may do so. Figure 6 has been constructed with the most recent HDI and IDI values available, and shows that among 29 advanced economies as defined by the WEF, the IDI displays a strong correlation with the HDI.\textsuperscript{25}

Meanwhile, Figure 7 shows a strong correlation between the IDI and GDP per capita among these same 29 developed economies. These graphs suggest that, if inclusivity is promoted, it may aid in both economic and human development. The IDI may be versatile, but its direct applicability as a tool for policymakers is ultimately limited. Like other broad measures of development, the IDI evaluates an entire economy at a given point in time, and cannot be used to evaluate the impact of any individual policy or economic project. Nevertheless, the IDI can serve as a useful alternative and complement to GDP per capita as a way of evaluating economic development.

\textsuperscript{21} Alex Gray, "These are the world’s most inclusive economies," World Economic Forum, 18 April 2018.


\textsuperscript{24} "The Inclusive Development Index 2018: Summary and Data Highlights," World Economic Forum (January 2018): 1, 2, 6.

\textsuperscript{25} Advanced economies defined by the WEF arranged according to their overall 2018 IDI score from highest to lowest: Norway, Iceland, Luxembourg, Switzerland, Denmark, Sweden, Netherlands, Ireland, Australia, Austria, Finland, Germany, New Zealand, Belgium, Czech Republic, Korea Rep., Canada, France, Slovenia, Slovak Republic, United Kingdom, Estonia, United States, Japan, Israel, Spain, Italy, Portugal and Greece (source: "The Inclusive Development Index 2018: Summary and Data Highlights," World Economic Forum, January 2018, page 3).
The WEF has pointed out that the choice of which metric to use to evaluate the economy can influence policy priorities and objectives. The traditional focus on GDP as the primary measure of economic prosperity tended to influence political and business leaders to emphasize macroeconomic and financial stability policies, which influence the overall level of economic activity. If widely adopted, the IDI may help nudge policymakers and the business world toward a paradigm of more inclusive growth by drawing attention and efforts towards issues such as the strength and equity of institutions and stimulate initiatives and policies in such areas as skills development, labor markets, competition and rents, investor and corporate governance, social protection, infrastructure, and basic services. These areas are essential in order to increase the breadth of participation in economic growth, thereby helping to make economies more inclusive.

**Gender Inequality Index**

Historically, the issue of gender inequality and its impact on development has often been overlooked as women were accorded a lower socio-economic status in many societies. Despite the remarkable improvement in stature achieved by women in the 21st century, many women continue to be discriminated against in the spheres of health, politics and education. The cost of gender inequality to development is also not adequately highlighted. For example, indices such as the HDI and the IDI – even though the latter includes measures on wealth and income inequality – do not include any indicators for gender inequality and its impact on development outcomes.


In 2010, the United Nations Development Programme introduced the Gender Inequality Index (GII) to address the lack of attention to the issue and to quantify the human development costs caused by gender inequality. The GII evaluates gender inequality in three aspects of human development – reproductive health, empowerment, and economic status. The higher the GII value, the greater the disparity between females and males, and the higher the loss to human development. The GII sheds light on the position of women in 159 countries.

"Multiple studies have shown that gender inequality comes with huge economic costs"

The GII component indicators highlight areas in need of critical policy intervention, and could stimulate proactive thinking and public policy to overcome the systemic disadvantages that women face. Multiple studies have shown that gender inequality comes with huge economic costs. The OECD, for example, suggests that up to 12% could be added to GDP by 2030, if the gender gap in labor force participation is reduced. The 2018 Credit Suisse Research Institute Davos Edition report entitled "Eradicating Extreme Poverty" meanwhile synthesized evidence which shows that investing in women’s health, education, and empowerment can significantly stimulate their multiple contributions to the economy.

The report for instance cited research that found that when women earn more and account for a larger share of household income, a greater share of household spending is directed toward the health of the family, which has a positive impact on the economy. Highlighting increases in economic potential due to reductions in gender inequality could stimulate discourse on whether or not societies can afford to marginalize their female populations, and eventually even facilitate the empowerment of females.

The use of the GII as one additional key index for decision-making would enhance the visibility of gender inequality and its cost on society. The GII could be particularly useful to highlight the human development losses in societies where women are still significantly marginalized due to historic societal norms and prejudices, and where, historically, there may have been a lack of policies to reduce gender inequality. Figure 8 shows that since the GII was first published in 2010, gender inequality has declined globally on average. The rate at which the gender gap is closing, however, seems to be slowing down.

The world still has a long way to go to end gender inequality and the GII can continue to guide policymakers by providing insights about the gender gap in key areas of human development such as health and education. Even though the GII has its limitations and it alone cannot be the sole replacement for GDP as a key index of development, there should be continued research on how to better account for the costs of gender inequality on social welfare and integrate it into decision-making and policymaking processes.  

**Happiness Index**

The modern critique of economic growth was eloquently expressed in Robert F. Kennedy's famous speech: “Gross National Product counts air pollution and cigarette advertising, and ambulances to clear our highways of carnage... It measures neither our wit nor our courage, neither our wisdom nor our learning..." The speech taps into the popular notion that money is happiness in the abstract (as Schopenhauer put it), and that the breathless chase for bigger GDP brings a plethora of negative effects. A happiness index as an alternative to economic output is not a new idea – at the end of the 18th century, the Enlightenment philosopher Jeremy Bentham developed a system that estimates the pleasure in the populace caused by political actions. However, the recent Global Financial Crisis created new impetus to end the obsession with GDP growth and seek out other measures of progress.

The World Happiness Report, first published in 2012 by independent experts, has spearheaded a movement to accept happiness and well-being as important measures of social progress. In 2016, the then head of the United Nations Development Programme, Helen Clark, excoriated the “tyranny of GDP” and stressed the importance of sustainable growth. The World Happiness Report’s international happiness ranking is created through surveys in over 150 countries that ask 3,000 respondents per country (1,000 for each of three consecutive years) to evaluate their current lives on a scale from 0 to 10, with ten standing for best possible life and zero for worst possible.

**Figure 9**  
**Top 10 happiest countries in the world, 2015–17**

<table>
<thead>
<tr>
<th>Country</th>
<th>Happiness Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>7.632</td>
</tr>
<tr>
<td>Norway</td>
<td>7.594</td>
</tr>
<tr>
<td>Denmark</td>
<td>7.555</td>
</tr>
<tr>
<td>Iceland</td>
<td>7.495</td>
</tr>
<tr>
<td>Switzerland</td>
<td>7.487</td>
</tr>
<tr>
<td>Netherlands</td>
<td>7.441</td>
</tr>
<tr>
<td>Canada</td>
<td>7.320</td>
</tr>
<tr>
<td>New Zealand</td>
<td>7.324</td>
</tr>
<tr>
<td>Sweden</td>
<td>7.315</td>
</tr>
<tr>
<td>Australia</td>
<td>7.272</td>
</tr>
</tbody>
</table>


The life evaluation survey is employed because it consistently provides stable, informative results across countries and more fully captures life circumstances than alternative measures. Figure 9 shows the happiest countries according to the report’s results. Surprisingly or not, the happiest countries are not the economic or political locomotives of the world. For example, China is ranked number 86.

“GDP growth does provide a boost to happiness, but has to be complemented with other social factors”

The World Happiness Report posits that differences in happiness among countries are largely (about 75%) explained by six variables: GDP per capita, life expectancy, trust (in business and government), social support, perceived independence to make life decisions, and generosity. According to Figure 9, GDP per capita, social support, and life expectancy are the most important factors, proving that GDP growth (on average) does provide a boost to happiness, but has to be complemented with other social factors. The top countries in the global happiness ranking score high on all six factors. China, on the other hand, presents a cautionary example: despite a startling increase in GDP, Chinese citizens are no happier than they were 25 years ago. This is why, rather than ignoring GDP growth or obsessing over it, it is best to supplement it with other indicators that will provide a better overall picture and more insight for policymakers. In addition, the index uses first-hand data from people living in the countries, which should add value to traditional economic measures focused on officially reported data.

The Human Development Index, the Inclusive Development Index and the Gender Inequality Index can serve as useful complements to GDP as they focus very much on current societal issues such as wealth and gender inequality, and hence allow policymakers to have a more distinct and inclusive picture of an economy. The population’s happiness is a way to incorporate the earlier-examined measures including environmental and social indices by taking the first-hand data from people living in the countries and making sense of it in addition to traditional economic measures. Development plans should consequently include policies that not only boost GDP, but also improve health and education, increase economic inclusion, and promote gender and wealth equality in order to enhance people’s capability and capacity to live happy, fulfilling lives.
Accounting for technological development

The Fourth Industrial Revolution is characterized by technology’s interference in sectors, industries, sub-industries, and products and services across many countries. Ultimately, it is expected to be a seamless fusion of physical, digital and biological technologies, such as artificial intelligence, robotics, nanotechnology, the Internet of Things, autonomous vehicles, 3-D printing, energy storage, blockchain, and quantum computing. What is so special about these technologies is that the pace of change is exponential. Even when compared to the previous industrial revolutions, the Fourth Industrial Revolution is exceptionally evolving and causing one-way disruption. Not only do business leaders have to comprehend the changing environment at the micro level, but also country leaders and policymakers must take the disruption into account.

Digitalization and freemiums

The Fourth Industrial Revolution has been most aptly embodied in the sweeping rise of digitization and “freemium” services (free services with the option of paying a premium for additional features) that have disrupted long-stagnant industries across the globe. While definitions abound, disruptions are best characterized as processes where unestablished upstarts successfully challenge incumbents by taking advantage of either low-end or new-market footholds that are untouched or underutilized by current market leaders.

“There are four main causes for mismeasurement of the true economic impact of disruptive technologies”

By creating new technologies and using old ones in new ways, numerous disruptors have emerged to date. Consequently, the disrupting mavericks of this world are a challenge not only for regulators and policymakers, but also for anyone interested in gauging the true level of economic activity.

There are four main causes for mismeasurement of the true economic impact of disruptive technologies as assessed by traditional GDP measurement schemes. First is the conversion of paid content into freemium consumption. In the past decade, previously paid-for content has become available for free. On any given day, virtually everyone in developed countries has free access to information and content that two decades ago would have been cost-prohibitive to produce on an ad-hoc and tailored basis. As we consume more and more information and content online for free, industries such as the news media continue to chalk up casualties and drag down GDP as businesses go under.

Elsewhere, disruptive companies have made similar expansions in the quantity of goods and services provided for a set price. For instance, a mere decade ago, a consumer could expect to buy a dozen songs for ten dollars and, if lucky, receive a hidden bonus track. Today, the same amount can provide access to more than 30 million songs, consumable at leisure. Dilemmas of choice aside, a greater variety should result in an increased consumer surplus, which today is either left uncounted or marked as a decrease in GDP due to less expenditure per category of consumption.

“As a corollary of increased quality, disruptors also enhance the productive efficiency within their sectors”

In addition to quantity, disruptive technologies also modulate the quality of services and goods consumed. For example, social-media-generated ratings and the minute-to-market accuracy of modern trading platforms provide everyday consumers a luxury of ease and quality that could not have been purchased for any price half a century ago. As with free services and household work, greatly valued increases in quantity hold no sway over GDP measures. As a corollary of increased quality, disruptors also enhance the productive efficiency within their sectors. New technology companies have ousted traditional incumbents by establishing platforms that transform peers into providers and eliminate middle tiers in distribution and production. Since their emergence, peer-to-provider and sharing-economy transactions that take place in their targeted industries. However, the aggregate value of these engagements is likely to be severely undercounted due to the elimination of middlemen and other efficiency benefits.

Innovation measures

To grasp the impact of technology, it is important to find ways to incorporate the innovation, including disruption, aspect into measuring a country’s economic activity and growth potential. The purpose of adding complementary technology metrics to established metrics like GDP is to increase the understanding of a country’s economic prospects.

One way to accomplish this is to turn to standardized innovation indices that span over the last few decades. The indices to focus on include Research and Development (R&D) Expenditures and Patent Applications by Residents. Expenditure on research and development is undertaken systematically to increase knowledge— including knowledge of humanity, culture and society, and the use of knowledge for new applications. R&D covers basic research, applied research, and experimental development. Figure 10 shows the R&D expenditure trends for the USA and China. Patent applications are worldwide applications filed through the Patent Cooperation Treaty procedure or with a national patent office to receive exclusive rights for an invention, i.e. a product or process that provides a new way of doing something or offers a new technical solution to a problem. A patent provides protection of an invention and exclusive rights to the owner of the patent for a limited period, generally 20 years. Figure 11 shows the patent filing trends for the USA and China.

China has experienced a steady upward trend in both metrics and the USA has been consistent over time. Interestingly enough, especially in China, the financial crisis of 2008 did not affect either of the measures significantly, which means that these measures might not be driven by the same forces as traditional economic measures are and might thus have valuable alternative explanatory power. Notably, China is behind the USA in terms of total and per capita GDP, but patent filings as a ratio of total population is gradually getting close to the US figure. Since intellectual property is supposed to have long-term consequences given the 20-year exclusivity period, this ratio might also add alternative explanatory power to traditional measures. For example, if China has more patents per capita than the USA does, this ratio can help solidify the country’s longer-term growth expectations estimated by economists.

The logic behind the innovation indices is that countries with high proportions of R&D expenditure as a percentage of GDP and relatively large numbers of patent filings are deemed to be the most technologically fit for innovation. In fact, they should be innovation leaders since such countries are at the frontier of the Fourth Industrial Revolution given their lead in R&D spending and
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patent applications. More importantly, countries that have growth trends in both measures are expected to have a superior transformational fit compared to other countries. China proves the point: outstanding growth in patent filings supported by a steady upward trend in R&D. One could assume that China is well positioned for innovative and disruptive technology, being both proactive about leading in-house innovations and reactive to the world’s new technologies.

How do the two metrics add insight to traditional measures and what does this imply going forward? First, these metrics can explain the rate of GDP growth: if we correlate real GDP growth in the USA from 2000 to 2015 to the growth in patent filings, the correlation is equal to around 0.97. Second, the metrics are not only relative, but also absolute. Thus we can expect those countries with the highest number of patent filings to be the most technologically advanced and well positioned to address innovation. Finally, economists can build expectations about the economic growth of countries by extrapolating innovation indices with the idea that the most technologically advanced countries are expected to lead the way into the Fourth Industrial Revolution.

On the other hand, this idea is equivalent to saying that the most technologically advanced countries are expected to advance further, while the least-advanced countries are expected to stay where they are. Therefore, this theory of “the rich get richer and the poor get poorer” has its weaknesses as it does not give enough insight into a country’s “hidden” potential, but instead builds on the existing history of innovation.

“Equity” as an alternative measure to GDP

As GDP represents the total market value of all goods and services produced in a country, it is almost an approximation of annual national income, and financiers could be drawn to treat a country like a company, examining its financials and evaluating its financial health. This experimental approach translates into the well-known balance sheet equation where assets equal liabilities plus shareholder equity. However, translations of this equation into a national “balance sheet” are insufficient because governmental equivalents of a balance sheet do not reflect any of the accumulated non-governmental assets held by the public. The Inclusive Wealth Report from the United Nations University, first published in 2012, offers a starting point in constructing a meaningful alternative to GDP using traditional corporate finance methods. The equation for national equity constructed in the following paragraph is an easy-to-calculate version, allowing for separation of objective and subjective measures in order to demonstrate an alternative measure to GDP.

Past research has separated national fixed assets into natural, produced, and human capital, including governmental and non-governmental assets. By combining measures of household net worth and government net worth, the balance sheet equation can be transformed and most information used in past research can be inferred, yielding the equation for national equity. The following reasoning applies:

Household Net Worth + Governmental Net Worth + Human Capital + Intangibles = National Equity.

Household net worth includes all ownership of corporate and non-corporate equities (non-profit organizations and households) minus liabilities. Government net worth is the total value of government assets including land rights and associated resources minus all government liabilities. Theoretically, this means that household net worth and government net worth together sum up the ownership of all companies as well as natural resources and infrastructure. A simple objective measure used for human capital is the sum of educational and vocational training expenditure in a country during a period of time. For example, this period could be a rolling 35 years, indicating the number of years a person works from the age of 25 to 60. This assumption human capital fully depreciates with workers upon retirement. Therefore, the dollar value of human capital at any point in time is the number of dollars spent on education and training of active workers.

"Financiers could be drawn to treat a country like a company, examining its financials and evaluating its financial health"

Intangibles is a variable where measures can be included to fit different purposes such as social-impact factors (e.g. pollution, crime) or gauges of political power (e.g. access to foreign markets, sanctions). It can also adjust for the quality of assets like infrastructure, using a construct based on the infrastructure ratings in the Logistics Performance Index (LPI).

Intangibles can be calculated as a sum product of relevant standardized factors weighted by betas ($\beta$s) to penalize or reward factors in a nation's financial health.

Making a few changes to the well-known corporate finance sheet equation will thus result in a figure for national equity, representing a nation's assets minus the money it borrows from foreigners, and can be extended further to include human capital and many intangible aspects of a nation’s total equity. While this approach is experimental and does not have widespread research coverage, it can be used as a complement to GDP to provide more insight, especially when it comes to human capital and intangibles.

The ultimate source of growth in human history, from the invention of the wheel to the invention of the internet, has always been innovation. Today, the innovation pipeline is full of promising disruptive technologies supposedly destined to redefine businesses in many industries around the developed and developing world. The alternative measures examined in this section spring from this latest school of thought and add to traditional measures like GDP. A nation’s transformational fit and its wealth are useful to better understand the economic prospects of a given country. Transformational fit measures can add insight into innovation trends and their robustness. A country’s wealth is another way to understand its economic well-being.

The challenge

The main challenge with all the indicators discussed in this chapter is a technical one, as they require the quantification of environmental, social and technological factors in monetary terms. One can argue that, the more these alternatives find their way into the public space and the more backing they receive from policymakers, the more resources will flow into further developing and refining them. This would be especially important in developing countries, for which data is scarce.

None of the discussed measures is a perfect alternative measure of economic progress. However, it stands to reason that even the slightest improvement or addition to measuring economic welfare is better than merely measuring the quantity of economic activity. After all, as John Maynard Keynes once put it, “it is better to be roughly right than precisely wrong.”

43. Namely Produced and Natural Capital. Natural Resources are likely to be understated, except for in depreciation calculations. Thus, this measure could be approved upon, but it would increase the difficulty in calculation.
44. This is a measure of all governmental wealth, meaning in some nations state/local net worth will need to be included. The USA provides all relevant numbers quarterly, in an aggregated form via their Financial Accounts of the United States "Flow of Funds: Balance Sheets, and Integrated Macroeconomic Accounts", the Q1 2017 publication can be found at www.federalreserve.gov/releases/z1/current/z1.pdf.
46. The Future of GDP
How GDP fails the environment and how to fix it

A growing economy has become synonymous with prosperity. Gross domestic product, or more specifically GDP growth, has become by far the most influential indicator of economic health and the fixation of national debate and policymaking. As GDP was developed in the 20th century, however, it does not fully account for issues critical to prosperity in the 21st century such as a stable climate. We believe the way we deal with environmental and social issues will determine prosperity over the coming years. Given GDP’s fundamental limitations, is now the time to find a new system or to adapt GDP to take full advantage of opportunities and deal with the challenges we face today?

Pooran Desai OBE HonFRIBA, co-founder of Bioregional Development Group
Nicholas Schoon, senior researcher and writer at Bioregional Development Group

Economic prosperity depends on the living fabric of planet earth—the biosphere. Climate change is one sign of the damage our economy is doing to it.

“We see storms, we see droughts... At night you see cities lit up in populated parts of the world. It’s quite amazing to see how many people actually live down there and how much of an effect they are having on the environment and the land we live on. It is a cause for concern. Since my first flight in 1990 and this flight, I’ve seen changes in what comes out of some of the rivers... in land uses... we are losing lots and lots of trees. There is smoke and dust in wider spread areas than we have seen before... We have to be very careful how we treat this good Earth we live on.” (NASA astronaut Commander Frank Culbertson.)

Planet earth is unique as far as we know. It is a rich planet with forests, grasslands, rivers and oceans teeming with life. Humans can work with nature to increase its productivity through good stewardship such as sustainable forestry, combating erosion and degradation of soils to avoid disasters such as the Dust Bowl in the USA in the 1930s or taking steps to replenish fish stocks. Looking back, without the bounty of planet earth, it is hard to imagine the human species, civilization and the modern economy could have emerged. Going forward, particularly with a growing human population, global society cannot survive without a similarly bountiful planet. If we could look down from space, like Commander Culbertson, we would see with our own eyes that, over a very short period of time, we have been destroying the planet’s biosphere—on which our prosperity depends. Spaceship Earth is a long-standing analogy that can help us better understand the challenge to which we must rise.

Of all the signs of damage to the biosphere, climate change is the one that has come to dominate public discourse. That gases can trap heat in the atmosphere and affect climate was first postulated almost 200 years ago by French physicist Jean-Baptiste Joseph Fourier. Since the industrial revolution, the concentrations of carbon dioxide have increased from about 280 parts per million (ppm) to more than 400 ppm, raising global temperatures by roughly one degree Celsius so far.

“Humans can work with nature to increase its productivity through good stewardship”

The year 2016 was the world’s hottest and 2015, 2016 and 2017 were the three hottest years on record stretching back more than a century. Worrringly, carbon dioxide concentration in the atmosphere is still accelerating. The 2017 floods in Houston and hurricanes Harvey and Irma are just a few examples in the growing number of extreme weather events from heat.

waves to floods that are predicted by climate models. Some experts even implicate climate change as a contributing factor in the wars in Darfur and Syria. Whether the links between climate change and war can be proven is not so much the point—it seems obvious that any environmental stress carries with it an increased probability of conflict. The potential of climate change to destabilize every human and economic system has led many observers to describe climate change as the greatest threat that humanity has ever faced. For example, in May last year, UN Secretary-General António Guterres said, “Countries and communities everywhere are facing pressures that are being exacerbated by megatrends...but one overriding megatrend is far and away at the top of that list—climate change.”

The threat of climate change is not going unheeded, though the urgency of the situation is perhaps still not widely appreciated. It has resulted in the landmark Paris Climate Agreement (notwithstanding the USA’s stated intent to withdraw from the agreement), when the world’s nations committed to holding the increase in the global average temperature to well below 2 °C above pre-industrial levels and to pursue efforts to limit the temperature increase to 1.5 °C above pre-industrial levels.* As we have seen, temperatures have already risen by 1 °C. Best estimates are that humanity can only afford to release a further 150–1,050 gigatons (a gigaton is equivalent to a billion metric tons) of carbon dioxide—our carbon budget—which would last around 4–25 years at current emission rates.

“One overriding megatrend is far and away at the top of the list—climate change”

The large range in the carbon budget is due to uncertainty about how the planet will respond to further carbon emissions, given, for example, the possibility of feedback effects such as the drying of forests leading to more forest fires accelerating further carbon emissions. To achieve a smooth trajectory to a “climate stable” future, Christina Figueres, former Executive Secretary of the UN Framework Convention on Climate Change (UNFCCC), working with leading scientists, warned in 2017 that carbon dioxide emissions need to peak by 2020 and fall rapidly—meaning that we have less than “three years to safeguard our climate.”

Climate change is just one outcome of how we treat the planet—and how our economy relates to the biosphere. Scientists have described nine “planetary boundaries” relating to global-scale natural systems that are being disrupted by humanity and are important for human life and continued prosperity. In 2009, led by Professor Johan Rockström from the Stockholm Resilience Centre, a group of scientists proposed a framework to define a “safe operating space for humanity.” According to the group, once human activity has passed certain thresholds or tipping points, there is a risk of “irreversible and abrupt environmental change.” The group identified nine such “planetary life support systems” and threats to them: climate change, novel entities (e.g. persistent synthetic chemicals), stratospheric ozone depletion, atmospheric aerosol loading, ocean acidification, biogeochemical flows (nitrogen and phosphorus), freshwater use, land-system change and biosphere integrity (including genetic diversity). Their 2015 estimate is that four of the nine planetary boundaries, including climate change and biosphere integrity, have already been crossed.

Analysis of planetary boundaries clearly shows the severity and urgency of the situation. It is hard to exaggerate the implications. In this light, how does GDP shape up as an indicator of progress toward prosperity?

12. “Tons” in this chapter refer to metric tons.
GDP is out-of-step with the natural systems that determine our prosperity

GDP is the backbone of managing our consumer society. It is a monetary measure of the market value of all final goods and services produced in a period. It includes all the goods and services that make life livable – e.g. food, shelter, clothing, and luxuries such as fashion and leisure, and the “defensive expenditures” that are required to deal with society’s output of “bads” – e.g. road accidents, fires and environmental damage. GDP is not a simple, scientific or “pure” number. The measurement of GDP has become complex and includes adjustments such as “hedonic pricing” to reflect changes in the quality of consumer goods.16

Environmental factors do have an impact on our economy and hence are reflected to some extent in GDP – environmental regulations control certain means of production (e.g. pollution emissions standards), natural factors affect productivity (e.g. climate affects crop yields), subsidies impact the scope and size of markets (e.g. for renewable energy), personal choices impact spending (e.g. choosing organic food or foregoing purchases for environmental reasons) and companies may voluntarily adopt ethical practices (i.e. corporate social responsibility, which goes beyond regulation). But any integration of environmental factors in GDP is not intentional, systematic or comprehensive. If the environment is important for prosperity, GDP has a number of problems as an effective indicator of progress. Worse still, we believe GDP is often at direct odds with environmental imperatives. The most obvious illustration is that the oil and gas exploration and production industry – a big contributor to climate change – also makes a very large direct contribution to GDP (around 5% of global GDP) and indirectly supports much of the consumer economy.17

“Worse still, we believe GDP is often at direct odds with environmental imperatives”

A study by Trucost (now part of S&P Group) identified USD 7.3 trillion of unpriced natural capital costs, equating to 13% of global economic output in 2009. The majority of unpriced natural capital costs were from greenhouse gas emissions (38%), followed by water use (25%); land use (24%); air pollution (7%); land and water pollution (5%); and waste (1%). In fact, so far off track are we in our relationship to earth systems, that the study claims that many of the primary production and primary processing sectors around the world would not be profitable if environmental costs were taken into account – including, not surprisingly, coal-fired electricity generation in the USA, but also cattle ranching in South America and wheat production in East Asia.18 Less obviously, environmental disasters also have the potential to increase GDP in the short term. Two months after BP’s Deepwater Horizon oil spill began in the Gulf of Mexico, some Wall Street analysts noted that this disaster was likely to cause a slight increase in US GDP in the coming year.19

The world’s worst marine oil spill poured some 780,000 cubic meters of crude oil into the sea over five months in 2010, disrupting livelihoods as well as causing environmental damage. Most affected were the large tourism and fisheries industries around the Gulf of Mexico coastline and the oil industry itself, which faced a moratorium on deep water drilling. Sales of products and services suffered dramatically as a result of the disaster and thousands of employees were laid off, with the effects rippling outward through the regional and national economies, dragging down GDP. Even so, Wall Street economists estimated that the enormous expenditure on the clean-up effort, including hiring thousands of unemployed workers, would more than offset this damage, leading to an overall increase in GDP.17

Figure 2

Nine proposed planetary boundaries defining a safe operating space for humanity

Source: The Stockholm Resilience Centre


18. Trucost, Natural Capital at Risk, 2013

As well as environmental disasters, GDP includes spending to deal with everyday environmental clean-up. Across the 28 member states of the European Union, total spending on environmental protection – much of it day-to-day, and some of it in the form of long-lasting investments in plant and equipment – is estimated to run at over EUR 300 billion per annum or about 2.1% of total GDP in the EU.20

Perhaps the greatest shortcoming of GDP to guide the management of our economy is that it fails to reflect the impact of activities on the long-term health of the planet or its “natural capital.” The arguments to value natural capital are parallel to the economic arguments to value other forms of capital. GDP is a measure of flow or rate. Rather than being obsessed with the rate of production of goods and services, some economists have long argued that we should concentrate as much or more on the overall wealth of nations and how this is created, maintained and distributed. To maintain the flow of goods and services, we have to maintain all of the things that provide them, which we call capital. To grow the economy in the long term, we have to increase capital.

We need to think about natural capital

Capital is used, along with other factors of production such as labor, to produce the flow of goods and services that make up an economy. In traditional economics, capital is anything man-made that is used to provide goods or services, including factories, machinery and money. Other forms of “intangible capital” – human, social, institutional and intellectual capital (sometimes collectively referred to as “social capital”) – are all critical to production and economic growth, but they are more difficult to assess and measure in monetary terms than “ordinary” man-made capital. Education can clearly be seen as contributing toward social capital and enabling economic growth. So can good health.

“The goods and services provided by nature and ecosystems are an essential (albeit taken for granted) part of any economy”

More recently, nature is also being recognized as an essential source of capital. The goods and services provided by nature and ecosystems are an essential (albeit taken for granted) part of any economy. Fresh water, breathable air, fertile soil, pollination, renewable energy sources, a relatively stable climate and the assimilation of pollution and waste – all flow from natural capital. Like man-made capital, natural capital can increase

and grow, thereby increasing prosperity – or it can diminish and depreciate, threatening our future prosperity and well-being and resulting in real economic damage. Seeing “natural resources,” “the biosphere” or “the environment” in this way implies that it is critical, measurable, limited and measurable.

The Zoological Society of London (ZSL) estimates biodiversity loss by estimating overall changes in abundance using 14,152 monitored populations of 3,706 different species from every continent and ocean. ZSL’s data estimates that the number of vertebrates – animals with backbones – living wild in the world fell by a staggering 58% between 1970 and 2012, as reported in the Living Planet Index. This precipitous decline over four decades is the result of growth in the human population and economy – seas are over-fished, and terrestrial habitats are ploughed up, grazed on, deforested, drained, burnt and built over.

"We are consuming resources 50% faster than the planet’s natural capital can regenerate them"

Ecological footprinting is another indicator of the demands we make on the natural capital of the planet. It is an accounting methodology that relates our consumption of resources to the ability of the planet’s productive land and seas to produce those resources, the “planet’s biocapacity” measured in global hectares, e.g. the area of cropland or fisheries to produce food, or area of forest to provide timber or to absorb carbon dioxide. The footprint can in turn be converted to “number of planets” worth of biocapacity required to support consumption on a sustainable basis. This form of accounting suggests that, globally, we are consuming resources at a rate that is 50% faster than the planet’s natural capital can regenerate them. Our budget is around 1.7 global hectares per person. This means, for example, that if everyone on earth had the ecological footprint of the average Swiss person with a footprint of 5.3 global hectares, then we would need three planets to support us. If we all lived like Americans, we would need five planets.

So, undoubtedly, alongside all the social good that has been achieved by economic growth to date, it has degraded natural capital on a very large scale. Environmental issues are not a new problem.

27. These data have led my organization, Bioregional, to create the concept of One Planet Living – where people everywhere can lead happy and healthy lives within the environmental limits of our one planet. www.bioregional.com/oneplanetliving.
Academics such as Jared Diamond have documented and popularized the result of human activity on worsening environmental pollution and degradation that has damaged human health, economies and social cohesion – sometimes to the point of crisis and civilizational collapse. These problems have affected ancient city states and small islands, then the large conurbations that sprang up after the industrial revolution, and then entire regions and nations. It is only more recently that they have reached the point where they threaten entire planetary systems that underpin life on earth.

**GDP growth as it stands will not solve environmental problems**

It has been argued that GDP growth is an indispensable part of the solution to environmental problems and that only an increase in resources, and organizational and technological innovation brought about by GDP growth can fix them. One way of framing this argument is the “Environmental Kuznets Curve.” The hypothesis is that if nations’ GDP per capita is plotted on the horizontal x axis of a graph and environmental damage on the vertical y axis, the result is an inverted U-shaped curve. The poorest, least-industrialized countries show very low levels of damage, but after a certain point it began to decrease. As with the Environmental Kuznets Curve, that proposal is highly debatable. In nations where industrialization has commenced and GDP has increased, environmental damage increases rapidly. However, when GDP rises above a certain level, countries begin to solve their environmental problems and reduce the damage.

The key paper making this argument looked at data from some 20 nations on urban air pollution and water quality. According to the authors, “Contrary to the alarmist cries of some environmental groups, we find no evidence that economic growth does unavoidable harm to the natural habitat...air and water quality appear to benefit from economic growth once some critical level of income has been reached.” The authors suggested this level was less than USD 8,000 of GDP per capita in 1985 USD.

It does indeed appear that the wealthiest, highest-income nations in the world are generally the best at protecting the environment within their own borders. We can see this if we examine the results from Yale University’s Environmental Performance Index. This ranks the great majority of the world’s nations on how well they look after their own ecosystems and protect human health from pollution, using 24 indicators.

Switzerland occupies the number one spot in the 2018 rankings. The 20 top-rated nations for environmental protection are all among the top 40 in terms of GDP per capita, adjusted for purchasing power parity. But, on some measures, even the world’s

<table>
<thead>
<tr>
<th>Nations ranked by position on Environmental Performance Index 2018 (out of 180 nations)</th>
<th>Rank order for GDP per capita, 2016, adjusted for purchasing power parity (out of 190 nations)</th>
<th>Estimated GDP per capita, USD 2017, ppp adjusted</th>
<th>Rank order for material footprint per capita (out of 172 nations)</th>
<th>Material footprint per capita, tons, in 2010 (latest data available)</th>
<th>UN Human Development Index ranking 2015 out of 188 nations (latest data available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Switzerland</td>
<td>9</td>
<td>61,422</td>
<td>26.6</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2. France</td>
<td>28</td>
<td>43,761</td>
<td>22.0</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>3. Denmark</td>
<td>20</td>
<td>48,883</td>
<td>25.3</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>4. Malta</td>
<td>30</td>
<td>41,945</td>
<td>19.5</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>5. Sweden</td>
<td>16</td>
<td>51,474</td>
<td>21.5</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>6. United Kingdom</td>
<td>27</td>
<td>44,118</td>
<td>18.9</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>7. Luxembourg</td>
<td>2</td>
<td>106,374</td>
<td>100.1</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>8. Austria</td>
<td>21</td>
<td>49,869</td>
<td>30.8</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>9. Ireland</td>
<td>5</td>
<td>75,538</td>
<td>31.2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>10. Finland</td>
<td>26</td>
<td>44,333</td>
<td>35.8</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>11. Iceland</td>
<td>15</td>
<td>51,842</td>
<td>27.3</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>12. Spain</td>
<td>33</td>
<td>38,286</td>
<td>24.2</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>13. Germany</td>
<td>17</td>
<td>50,425</td>
<td>22.0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>14. Norway</td>
<td>6</td>
<td>71,831</td>
<td>35.8</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>15. Belgium</td>
<td>24</td>
<td>46,553</td>
<td>20.5</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>16. Italy</td>
<td>34</td>
<td>38,140</td>
<td>20.7</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>17. New Zealand</td>
<td>32</td>
<td>38,934</td>
<td>21.2</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>18. Netherlands</td>
<td>14</td>
<td>54,777</td>
<td>24.7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>19. Israel</td>
<td>37</td>
<td>36,340</td>
<td>18.1</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>20. Japan</td>
<td>29</td>
<td>42,832</td>
<td>20.1</td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>

Source: IMF, UN SDG Indicators Global Database, United Nations Development Programme

29. The Kuznets Curve, proposed by the Nobel Prize-winning economist Simon Kuznets in the 1950s, held that as income (or GDP) per capita rose in a nation, inequality first of all increased but after a certain point it began to decrease. As with the Environmental Kuznets Curve, that proposal is highly debatable.
wealthiest nations are failing to look after aspects of the environment within their own borders. The UK’s latest State of Nature 2016 report pools data and expertise from more than 50 nature conservation and research organizations.\(^{32}\) It found a 16% drop in the abundance of 2,501 monitored terrestrial and freshwater species in the UK between 1970 and 2013.

The Yale Environmental Index provides interesting insights, but can be deeply misleading if we are not careful. We believe this way of looking at things ignores the environmental damage wealthy countries do outside of their borders – sometimes described as spillover effects. Over the last 50 years, there has been a great migration to, and expansion of, polluting heavy industry in low- and middle-income nations, where environmental standards are generally lower. Developing nations have supplied more and more of the raw materials and natural resources that economies and economic growth depend on everywhere. The natural capital of these developing countries has been heavily degraded as a consequence.

Middle-income emerging nations that have maintained high GDP growth rates generally gain low scores in this Environmental Performance Index, with China ranked 120th and India 177th. But the world’s poorest, lowest GDP per capita nations, largely in sub-Saharan Africa, are found predominantly near the bottom end of the rankings for environmental performance.

### “Rich countries are devoting resources to tackling environmental problems within their own borders, but contributing to environmental damage elsewhere”

To understand what is happening, the system has to be looked at as a whole: we need to consider the global environmental “footprints” of nations. These footprints try to portray how the final consumption of goods and services in one nation affects the environment across the globe. As mining, manufacturing, agriculture, energy production and other activities required to support rising consumption expand, so too does deforestation and over-fishing, water abstraction, waste production, pollution and greenhouse gas emissions. It is difficult to aggregate these dispersed and complex impacts – the ecological footprinting described earlier is one attempt, but footprint estimates for greenhouse gas emissions, land use, water use and basic or raw materials represent the most detailed efforts so far.

The material footprint is an estimate of how many tons of raw materials of all kinds from across the globe are required to support a nation’s consumption of goods and services for one year.\(^{33}\) It includes renewable materials such as crops and timber, and non-renewables like minerals. The material footprint embraces raw materials grown or extracted within that country plus all of those required for what it imports, but excludes those domestically sourced raw materials that go into its exports. Since growing, extracting and processing raw materials have heavy and wide-ranging environmental impacts, the material footprint is a strong surrogate for global environmental impact.

The average per capita material footprint across the entire planet is 10.1 tons\(^{34}\), meaning that the average human being requires over ten tons of raw materials to be grown or extracted every year. But there is a wide material footprint range between nations. Nearly all developed, high-income countries have per capita material footprints of more than 30 tons, while a few exceed 100 tons. The least developed countries have per capita material footprints of less than four tons. Looking at the 20 nations scoring highest in the Environmental Performance Index, all of them have high material footprints well above the global per capita average. The same picture emerges when we look at the “land footprint” of nations – the amount of land they require, per capita, across the globe to support their own population’s consumption.\(^{35}\)

The big picture is one of rich countries devoting resources to tackling environmental problems within their own borders with some success, but contributing to environmental damage elsewhere as their economic growth continues. The same narrative seems likely to play out as emerging giants like China tackle the huge backlog of environmental degradation within their borders, attempting to attain both the living standards and the environmental standards of the developed world.

### Carbon dioxide emissions are decoupling from GDP growth – but this does not mean environmental damage is slowing

It is not all bad news. For example, there is evidence that GDP growth is “decoupling” from burning fossil fuels. The move from coal to gas and the massive expansion in renewable energy generation are the main contributors, with the International Energy Association reporting that global investment in renewables is now exceeding the amount invested in fossil fuels.\(^{36}\) Between 1990 and 2016, global GDP more than doubled, while annual carbon dioxide emissions from burning fossil fuels and cement manufacturing increased by 62% over that same period. In 1990, 0.59 kg of carbon dioxide was emitted from fossil fuel burning and cement manufacture for each dollar of global GDP produced and by 2016 that figure had

---


fallen to 0.47 kg (using constant 2010 US dollars). So, globally, economic activity is decarbonizing – there is less CO2 emitted per unit of goods and services produced. But the latest authoritative estimate is that carbon dioxide emissions are rising again after three years of near stasis, with a 2% growth estimate for 2017.37

In any case, stabilizing global CO2 emissions at their current level will not prevent dangerous climate change – rapid reductions are required in order to do this. While decoupling is obviously a very good trend, we see from footprint analysis and the data on planetary boundaries that growing GDP is still mostly associated with increasing environmental damage.

Other headline indicators of progress exist

It has, of course, been pointed out numerous times that GDP is not an indicator of welfare or more general concepts of prosperity. Therefore, other indicators have been proposed, including the United Nations Human Development Index, Gross National Happiness, Genuine Progress Indicator and, most recently, the Sustainable Development Goal Index. All provide interesting insights.

“What is most important to us – happiness or consuming more products and services?”

The United Nations Human Development Index (HDI) scores 188 nations based on the average life expectancy of their citizens at birth, the expected and average number of years of schooling and Gross National Income (GNI) per capita in US dollars, adjusted for purchasing power parity.38 With an overall score of 0.949, Norway heads the latest version of the rankings, with average life expectancy of 82 years, an average of 12.7 years in school and GNI per capital of USD 67,614. Switzerland is in second place with a score of 0.939. The Central African Republic lies at the very bottom of the index with a life expectancy of 52 years, 4.2 school years and a per capita GNI of USD 587 and an HDI score of 0.352. Of the top 20 environmental performance nations, 18 are in the top 30 for the Human Development Index. It seems that high-income nations that prioritize environmental protection are strong in terms of building social capital; and those countries which perform the best in protecting the environment within their own borders also score very highly on the HDI.

38. UN Development Programme, 2016 Human Development Report. Table 1. Available at hdr.undp.org/en/compos- ite/HDI.
One very interesting indicator is the Genuine Progress Indicator (GPI), which adjusts GDP to account for a range of environmental and social factors such as the costs of pollution, deterioration in natural resources, wealth inequality and the benefits of activities such as parenting. The GPI suggests that, where GDP per capita has grown fairly steadily over the period, GPI levelled off in the 1970s and is even decreasing (as shown in Figure 5).\(^3\) GPI demonstrates that, as GDP has grown, although some people have been lifted out of absolute poverty (which is not to be underestimated), overall living conditions may not have improved, or may have even declined.

The Sustainable Development Goal Index (SDGI) assesses how countries are performing with respect to achieving the Sustainable Development Goals (SDGs).\(^4\) The SDGs are a set of 17 global goals with 169 targets developed by a process led by the United Nations and adopted by its 193 member states in 2015. The goals are universal, covering all countries rich and poor, and include ending poverty and hunger, improving health and education, making cities more sustainable, combating climate change, and protecting oceans and forests.

The SDGI places Sweden, Denmark and Finland as the best-performing countries against the targets contained in the SDGs, with Switzerland in eighth place and the Democratic Republic of the Congo, Chad and the Central African Republic at the bottom. The developers of the SDGI note, however, that countries with high GDP per capita create a lot of “spillover effects” that do not occur within the countries’ boundaries and include effects from over-fishing on the high seas, transboundary pollution and impacts embodied in trade, many of which affect poorer countries – so a high SDGI score does not mean that the country is sustainable. In fact, when HDI and SDGI rankings are mapped against ecological footprints, we see that no country fits squarely in the “Global Sustainable Development Quadrant” where, at least based on these measures, countries can be reasonably considered as sustainable.\(^5\)

Figure 7 shows the position of the top and bottom countries on the SDGI in terms of their HDI scores and ecological footprints. In this analysis, the countries that perform well overall include Cuba (SDGI ranking: 29, HDI: 0.77 and EF: 1.9 gha/1.1 earths), Costa Rica (SDGI ranking: 53, HDI: 0.77, EF: 2.5 gha /1.5 earths) and Sri Lanka (SDGI ranking: 81, HDI: 0.76, EF 1.5 gha/0.9 earths).

**Why does GDP remain pre-eminent?**

GDP’s power, however, has not been significantly challenged to date by any of these other, broader indicators of progress. There may be a couple of interesting reasons why GDP continues to be the leading indicator for economic progress.

---

First, economic growth (GDP growth) is required to repay debt. This requirement for debt repayment flows through our society, driving financial efficiency to the extent that it may override many other considerations. The consequence is that, among other things, it may risk fueling consumerism at a level that causes excessive environmental damage (and also contribute to wealth concentration and inequality). Economics professor and former leading currency trader, Bernard Lietaer, lays this concept out well in his book, “Rethinking Money,” co-written with Jacqui Dunne.

The authors point out various ways to reduce pressure on GDP growth. Governments could, for instance, increase money supply through spending (money which could, for example, be spent on green infrastructure such as public transport systems, extra renewable energy generation or planting new productive forests, all of which would preserve or build natural capital). Or money could be created through complementary currencies (including digital currencies), based on different values such as promoting the local economy or building natural capital. Without going into the advantages and disadvantages of other ways to create money, they argue that the way we currently create money contributes to the pre-eminence of GDP.

A second reason for GDP’s pre-eminence, and a great practical strength of GDP is that it is possible, conceptually at least, to link every transaction in the economy to GDP – or more importantly in the minds of the public, to relate the money in their wallets and their spending power to GDP. None of the other indicators of progress yet have the power to link the rewards in terms of what we earn or spend with a global indicator of progress. We believe there is a simple assumption in many people’s minds: “I will be rewarded if GDP grows as I will have more in my wallet.” This has a deep significance as money and the transactions it supports stimulate reward circuits in the brain so that consumerism becomes “hardwired” in our brains. Indeed, this complex interplay between the shape of our economy and the pathways in our brains has given rise to the whole academic field of neuro-economics. Unless other macroeconomic indicators can replicate or replace this property of money and GDP, where individual transactions are rewarded and traceable back to one simple overall number, then it may be extremely difficult to replace GDP, even with all its drawbacks.

43. Indeed, finance and economics have been almost interchangeable as words, though they should mean very different things.

Figure 7
Ecological footprint per person and HDI of countries by world regions (2014)
Sustainable development is often proposed as the solution to the challenges we face and is often described as having three pillars – social, environmental and economic. If sustainable development is the solution, then we can think of strengthening each of the three pillars of sustainability and hence creating a prosperous future by building social, natural and financial capital. At the moment, although we are building financial capital, the data shows us that we are also destroying natural capital and may be damaging social capital.

If we look at natural capital, we believe we possess a lot of the knowledge, processes and technologies to have a good go at addressing the challenges of climate change and other planetary boundaries and thereby to build natural capital. Potential solutions range from organic and regenerative farming (which can rebuild soils) and renewable energy technologies\(^{46}\) to circular-economy concepts such as eliminating waste and pollution, recycling products and materials, and regenerating natural systems. The real issue now is whether the solutions can be deployed and damaging activities can be curbed fast enough to avert the widespread collapse of natural systems.\(^{46}\) Currently, many solutions are not “economically viable,” by which we really mean “financially viable,” while many products and services that damage the environment are. Assuming we stick with a market-based future, we will need to shape the market so that building natural and social capital is economically viable and financially profitable. In our view, we can do this through regulation or by “internalizing” environmental costs.

“We are all familiar with environmental regulation – whether this be local (as with local air quality standards) or regional (e.g. European Union standards on energy efficiency). However, as many of the planetary boundaries depend on global issues, we believe we would need global regulation. Although this may be hard to envisage, there is one outstanding precedent. As a global society, we did rise to the threat of the widening hole in the ozone layer, one of the nine planetary boundaries. Stratospheric ozone protects much life on earth, including humans, from overexposure to damaging ultra-violet rays from the sun. In the 1980s, a hole was observed in the ozone layer and recognized as a serious threat.

Damage to the ozone layer had been linked to emissions of certain refrigerant and aerosol gases, most notably chlorofluorocarbons, or CFCs. In 1987, international agreement was reached and the Montreal Protocol was put in place to regulate ozone-depleting substances. The ozone layer has started to repair itself, which is a major example of how science, political will at the global level, and the private sector can join together to solve an issue of planetary health.

“The question is whether the market can be harnessed to build natural and social capital and whether GDP can in fact help us in this endeavor”

As well as – or in addition to – regulation, we believe the market can be shaped by internalizing environmental costs, or at least incentivizing the deployment of certain products or services. This could be achieved through taxes or trading schemes (e.g. for carbon) and grants or incentives (e.g. for renewable energy or wildlife-friendly farming). While these schemes and incentives have had varying success, much has been learned from them. Some, such as all the initiatives that have collectively resulted in the growth of renewable energy, have been very successful.

Whatever strategies we choose to use – and there will be many – we believe the urgency of the situation with climate change and other planetary boundaries such as the nitrogen cycle, phosphorus cycles and genetic diversity will require a transformation in our economy at a rate, scale and comprehensiveness that is hard to comprehend. Given that the market is such a powerful force, the question is whether it can be harnessed to build natural and social capital and whether GDP can in fact help us in this endeavor.

Can we adjust GDP to account for natural capital and planetary boundaries?

As we know, GDP is a very powerful indicator and difficult to dislodge. Can we conceive of a way to adapt GDP so that its growth reflects the building of the biosphere and natural capital, and use this to help steer the economy toward the necessary outcomes?

As we have seen, the Genuine Progress Indicator is one example where GDP has been modified to take a number of environmental and social impacts into account. This is useful, but we believe GPI itself lacks the deep connection that GDP makes by linking individual transactions and rewards to people’s understanding of how the economy works, or at least how they think it works. Technology may be able to help – an increasing proportion of transactions are now tracked electronically, which enables us to start envisaging systems where each transaction in the economy carries information about its impact on natural and social capital. And we can imagine that this information could incentivize those products and services that add to natural and social capital, and discourage those that do not. It might be useful to think of this in terms of “quality.”

The quality of each dollar spent in the economy is not the same. In this framework, a dollar spent on renewable energy or organic fair trade food would be a high-quality dollar contributing to building natural and social capital. A dollar spent on fossil fuels might be categorized as destroying natural capital and a dollar spent on clothes made with child labor would reduce social capital. We can imagine each dollar transaction being “quality adjusted” based on its impact on natural and social capital. Summing up these transactions, “quality-adjusted dollars” could provide us with a “quality-adjusted GDP,” one that is adjusted for natural and social capital. GDP is already adjusted on the basis of other forms of quality, e.g. on the quality of goods and services through hedonic pricing – so why not adjust for impact on natural and social capital? If we could do this, we think it is just possible that we could be “transacting our way” to a better future.

GDP falls well short of our needs today

We began writing this chapter when Texas was coming to terms with the flooding and devastation brought by hurricanes Harvey and Irma to mainland USA and a number of Caribbean islands. We could imagine an astronaut looking down on Spaceship Earth and paraphrasing another popular quote: “Houston, you have a problem.”

“True prosperity is when we are building natural and social capital at the same time as financial capital”

If Christiana Figueres and her colleagues are right, we have until 2020 to stabilize carbon emissions and then start bringing them down rapidly. In our view, it is hard to exaggerate the seriousness of our predicament. We have to create ways of living that are not just consistent with the need to maintain a stable climate, but also with the need to address all the other eight planetary boundaries as well. Our economy needs to nourish the biosphere and promote its health. The challenge is not trivial. It will require deep systemic change and that will include how we measure success. GDP falls well short of our needs today. True prosperity is when we are building natural and social capital at the same time as financial capital. GDP needs to change to reflect this fact or we need to give prominence to another indicator.
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Switzerland: Outperforming GDP data

Switzerland is considered to be one of the wealthiest nations in the world and frequently ranks close to the top in terms of living standards. Yet, measured in terms of Gross Domestic Product, its long-term growth rate lags behind that of other countries. According to the Organisation for Economic Co-operation and Development, the Swiss domestic economy has on average had the lowest price-adjusted GDP growth of all the industrial countries over the past 50 years.

Claude Maurer, Head Swiss Macro Analysis & Strategy at Credit Suisse

Although we do not see a viable alternative, GDP shows clear inefficiencies as a proxy of economic performance particularly in Switzerland, notably due to the global nature of some of the key Swiss business sectors.

- World’s leading sports associations including the Fédération Internationale de Football Association (FIFA), the Union of European Football Associations (UEFA) and the International Olympic Committee (IOC) are headquartered in Switzerland and the license income for major sports events is an important part of Swiss GDP. In fact, according to SECO, if a world sports gala does not take place one year, the immediate impact on Swiss GDP amounts to up to 0.3%. We believe that the figures derived from these activities and flowing into Swiss GDP have an extremely limited impact on the Swiss real economy.

- While having limited access to commodities, Switzerland does substantial business in commodities trading, amounting to around 4% of GDP. This significant contribution also stands in contrast to the small number of people employed in the segment (estimated at 36,000) and the fact that it is not included in the conventional statistics. The price-sensitive commodities sector is thus highly relevant for Swiss GDP, although the product never crosses Swiss borders.

The convergence phenomenon

It can be argued that a high level of wealth is naturally connected to low economic growth, as the “convergence phenomenon” suggests. Accordingly, countries with lower living standards grow faster to catch up with wealthier societies. Often, economic growth can be sped up by replicating established production processes of developed economies, where growth tends to be restrained by high levels of human and physical capital. As a result, further capital investment in developed economies tends to have a comparably small effect on growth.

However, even when considering longer time series for Switzerland, we find that between 1871 and 2003, economic growth was lower than in neighboring countries, as indicated in Figure 1.

![Moderate Swiss GDP growth over the long term](image)

Source: Federal Reserve System, Datastream, Credit Suisse
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Throughout the 19th century, Switzerland ranked below its European neighbors in terms of wealth, so according to the “convergence phenomenon”, its GDP growth should have been higher while it was catching up. Interestingly, even in periods of fast growth, Switzerland did not rank above European average (see Figure 2).

The paradox of GDP growth and high living standards
The paradox of posting relatively low GDP growth while enjoying high living standards at the same time has repeatedly sparked discussions in Switzerland about the usefulness of GDP data.\(^1\) In addition to weaknesses of GDP metrics as a measure of performance and well-being discussed in other chapters of this report, we find that GDP performs particularly poorly in capturing activities that play an important role in the Swiss economy, notably financial services, research and development.

An important aspect from the Swiss perspective is that improvements in the so-called “terms of trade” are not considered in GDP calculations.\(^2\) The terms of trade refer to the ratio of export and import prices. Accordingly, when export prices rise – or import prices fall – more can be purchased abroad for the same input of labor and capital, i.e. countries can afford to import more when import prices drop. But since imports are deducted at constant prices in the System of National Accounts (SNA), from which GDP is derived, the resulting statistics are understated.

“GDP performs particularly poorly in capturing activities that play an important role in the Swiss economy, notably financial services, research and development”

To illustrate this situation, the former Swiss National Bank Chief Economist Ulrich Kohli uses the analogy of a farmer growing wheat, hiring workers and buying fertilizer.\(^3\) If the price of imported fertilizer falls while the price of grain stays constant, then the farmer’s net income increases even if he does not produce and sell more wheat. Obviously the farmer will try and use more fertilizer at the lower price to increase production. But the increased use of fertilizer will probably only slightly increase the amount of wheat produced as the marginal productivity of the fertilizer decreases. It would be absurd to simply subtract the quantity of fertilizer used from the quantity of wheat produced to conclude that the real value added by the farmer has fallen. But that is exactly how it is done with the calculation of real GDP in the SNA.

For Switzerland, the “terms of trade” effect is particularly impactful for two reasons. First, exports correspond to more than half of the Swiss GDP. Second, Switzerland’s terms of trade have improved significantly over the past few decades (see Figure 3), closely linked to the appreciation of the Swiss franc. Over the last century, the Swiss franc has gained value significantly when compared to the 21 most important currencies both in terms of real prices and after adjusting for purchasing power.\(^4\)

---

1. “die Volkswirtschaft” magazine https://devolkswirtschaft.ch/de/schwerpunkte/sinnhaftigkeit-von-bp-zahlen
GDP adjusted for terms of trade

An alternative measurement system to account for the terms of trade effect on GDP is the “command-basis” GDP, which has been discussed in the past in Switzerland. Using OECD data, our calculations for command-basis GDP point to the following (see Figure 4): Cumulated over the period from 1970 to 2017, Swiss command GDP has risen approximately 10% more than real GDP - compared to other industrial countries such as France, Italy, Austria and the USA, where command GDP was even slightly less than real GDP growth over the same period. We believe this result more accurately captures the development of the Swiss economy.

“Cumulated over the period from 1970 to 2017, Swiss command GDP has risen approximately 10% more than real GDP. We believe this result more accurately captures the development of the Swiss economy”

Nevertheless, command-basis GDP is not yet an internationally applicable metric. It is currently calculated and reported by only a few countries, so that international comparison is not possible. Also, three different datasets are available for export prices alone in Switzerland: The average export price index from the Swiss Customs Administration (used by the KOF to calculate the terms of trade), the export price index from the Swiss Federal Statistics Office and the export deflators from the National Accounts compiled by the State Secretariat for Economic Affairs (SECO). We use the deflators in order to take international trade with services into account. The terms of trade differ considerably depending on the basis of calculation that each institution uses, as shown in Figure 5.

Moreover, export price statistics in Switzerland are strongly influenced by the chemical and pharmaceutical industries, which represent 35% of the weight of the export price index and 23% of the import price index. The rapidly changing range of products in these industries presents a major challenge when comparing prices. Furthermore, large companies account for an exceptionally high share of trading volumes, especially in the pharmaceutical segment, and an

Figure 4
Increase in command GDP stronger than for conventional GDP

Figure 5
Terms of trade differ according to how they are calculated

estimated 75% of sales are based on internal pricing. These prices can have a market or cost component, but can also be influenced by other factors such as corporate policy or fiscal considerations. The same applies to commodity prices, which have a disproportionately high weighting. These challenges make it difficult to derive exact data nationally and even more so for the use of international comparison.

"Export price statistics in Switzerland are strongly influenced by the chemical and pharmaceutical industries"

Another aspect to consider is the impact of appreciation of the Swiss franc beyond the terms of trade. Such appreciation results in an immediate improvement in the terms of trade, while simultaneously the competitiveness of domestic companies is likely to be weakened and thus result in lower economic growth. From a command-based GDP perspective, the economic development immediately after the EUR/CHF exchange-rate floor was abandoned in January 2015 tends to be too positively skewed. Although the subsequent steep appreciation of the Swiss franc led to an immediate increase in purchasing power, this increase was largely theoretical. In practice, the price transfer to Swiss businesses and households was limited while, at the same time, economic slowdown and the rising unemployment due to currency appreciation were real.

The author would like to thank Oliver Adler, Chief Economist Switzerland, for his helpful comments.
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