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In the autumn of 2014, both Denmark and Sweden 
took deposit rates back into negative territory, and 
at the beginning of 2015, Denmark, Sweden and 
Switzerland also cut their target policy rates below 
zero2. As Figure 1 suggests, small economies that 
applied a negative interest rate policy (NIRP) typi-
cally, although not everywhere, intended to fend off 
"excessive" capital inflows and weaken their curren-
cies. Simultaneously, in large economies – such as 
Japan and the Eurozone – NIRPs were typically  
regarded as a complement to the quantitative eas-
ing (QE) policies with the intention to stimulate 
credit creation and thereby boost growth while  
reducing deflation risks. 

 
 
 
 
 
 
 
 

As was the case in our discussion of QE effects, 
assessing the specific effects of NIRPs is not  
simple, notably as the respective economies were 
affected by other positive (or negative) shocks at 
the same time as the NIRPs were implemented. 
Moreover, the NIRPs have not been in place for a 
long period of time and the extent of negativity of 
interest rates has been quite limited. We can never-
theless make some initial observations regarding 
their immediate effects. 
 
NIRPs have translated into lower market  
interest rates 

In order for an NIRP to have an effect on aggregate 
demand or the exchange rate, the lowering of rates 
from positive into negative territory would need to 
affect the interest rates determined in financial  
markets. Figure 2 suggests that this was indeed 
clearly the case. In all countries shown, the 2-year 
swap rate (a market determined interest rate) has 
moved in sync with the respective central bank's 
policy rate. The relationship holds just as clearly 
whether the policy rate is in positive or negative  
territory. 
  

2 These decisions were in fact not at all unprecedented: In 
1972, the Swiss National Bank and the Swiss government 
had applied significant charges to foreign-held deposits in 
Switzerland in an effort to fend off Swiss franc strength. 
However, in contrast to the recent decisions, the bulk of 
deposits were exempted and lending rates never turned 
negative. Sweden introduced a negative deposit rate in July 
2009 (until September 2010), but the amount of funds 
subject to the negative deposit rate was negligible. 

The effects of negative interest rate 
policies 
In an unprecedented move, a number of central banks of smaller European countries have 
taken their interest rates into negative territory in the past years, beginning with the Danish 
central bank temporarily lowering the certificates of deposit rate below zero between April 
2012 and April 2014. 

Figure 1 

Negative interest rate policies – timing and policy goals 

Central bank Date of announcement Goal 

Denmark 04/09/2012 Consequence of the reduction by the ECB of its 
policy rate by 25 bp. 

Eurozone 05/06/2014 Provide additional monetary accommodation and 
support lending to the real economy. 

Denmark 04/09/2014 Consequence of the reduction by the ECB of its 
policy rate by 10 bp. 

Switzerland 18/12/2014 Negative rate makes it less attractive to hold 
CHF investments. 

Sweden 12/02/2015 Support the upturn in underlying inflation. 

Japan 29/01/2016 Maintain momentum toward achieving the price 
stability target of 2%. 

Source: Various central bank policy statements, Credit Suisse 
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Figure 2 

Market interest rates under positive and negative policy rates 
2004–2016 in % 
 

Eurozone  Switzerland 
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Last data point: November 2016. 
Source:  Datastream, Credit Suisse 
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We have also examined a number of macroeco-
nomic variables that are likely to be highly sensitive 
to interest rates, particularly credit growth, con-
struction spending and house prices. In general,  
we have not observed a significant difference in 
patterns between countries with or without an 
NIRP. Nor do we observe a change of trend in 
countries as their policies moved from positive inter-
est rates to negative rates. For example, consumer 
credit accelerated from 2015 to 2016 in Denmark, 
while slowing in Sweden during the same period. 
House prices surged in Sweden, grew strongly in 
Denmark and decelerated in Switzerland from 2015 
to 2016, while construction slowed in Denmark and 
remained strong in Sweden. This suggests that 
country-specific cyclical factors other than NIRPs 
dominated the dynamics in these markets. In terms 
of investor behavior, we do note an interesting  
feature, however. Large institutional investors that 
are charged negative rates in Switzerland clearly 
shifted their asset allocations toward real estate  
investments as negative interest rates took hold  
(Figure 3). 
 
Surprisingly limited effects on exchange rates 

One of the more interesting results of our analysis 
is that the central banks which implemented NIRPs 
to weaken their countries’ currencies do not – at 
first glance – seem to have been successful in  
doing so. As Figure 4 shows, the EUR/CHF ex-
change rate was largely invariant to changes in the 
interest rate spread between the euro and the 
Swiss franc in the past 3–4 years. As Swiss inter-
est rates declined relative to those in the euro area, 
the franc failed to depreciate. This is in contrast to 
previous periods in which a higher EUR-CHF 
spread weakened the franc. Once again, however, 
it is difficult to draw an exact conclusion as to the 
ultimate efficiency of the NIRP. After all, the franc 
might have appreciated even more without the 
SNB's NIRP. The likely reason for the lack of re-
sponse of the EUR/CHF exchange rate to the 
NIRP is the continued safe-haven effect, which 
boosted the value of the franc. Moreover, the abso-
lute interest rate spread may simply have been too 
narrow to have an effect. And, finally, markets may 
have assumed that the franc was to a large degree 
pegged to the euro even after the abandonment of 
the SNB's lower bound for EUR/CHF – which then 
led to an "anchoring" of the exchange rate at that 
level. 

As has become apparent over the past two 
years, NIRPs have had to be complemented by 
continued SNB currency interventions due to the 
limited effect on the exchange rate (Figure 5). Not 
surprisingly, the chart also shows that a central 
bank which credibly commits to an exchange-rate 
target – in this case the central bank of Denmark – 
needs to intervene less to prevent currency appreci-
ation even if its NIRP is less radical. Finally and  

Figure 3 

Asset allocation shift of Swiss pension funds into real estate in  
response to negative interest rates 

 

Source: Credit Suisse 

Figure 4 

EUR/CHF and EUR-CHF interest rate spread 

 

1) Jan. 2004 to Sep. 2008; 2) Oct. 2008 to Aug. 2011; 3) Sep. 2011 to Dec. 2014; 4) Jan. 2015 

to Nov 2016 

Source: Datastream, Credit Suisse 
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interestingly, our analysis shows that large central 
banks seem to be more successful in achieving 
their currency targets through interest rate policies 
(including NIRPs) than small central banks. It is  
notable that the BoJ, in particular, had far greater 
success in weakening the yen against the US dollar 
since it moved to unconventional policies, including 
negative interest rates, after the financial crisis 
(Figure 6). The same applies to the ECB. 

 
Contractionary effects of NIRPs? 

The evidence presented above suggests that the 
effects of NIRPs are in principle no different from 
those of conventional interest rates policies. The 
question is, however, whether the negativity of 
rates may have some qualitatively different effects. 
The obvious Contractionary effect that could result 
from implementing an NIRP is a flight into cash.3 
Given that nominal interest rates on cash are by 
definition zero, negative interest rates constitute an 
implicit subsidy on cash holdings. 

Even so, as holding cash involves costs (e.g. 
storage costs) as well as risks (theft), slightly nega-
tive rates may not lead to a wholesale shift into 
cash. That said, taking interest rates into more  
negative territory is likely to lead to significant in-
creases in cash holdings beyond levels that are op-
timal in terms of required transactions. Moreover, 
strongly negative rates would quite likely trigger a 
run on bank deposits, which would weaken banks 
and thereby undermine the expansionary intention 
of the NIRP. 

 
  

 
3 During the 1930s, when the British economist John 
Maynard Keynes developed his thesis of a liquidity trap, the 
introduction of negative interest rates was generally thought 
to be impossible because the interest elasticity of demand for 
cash was assumed to be extremely high. A negative interest 
rate would thus, it was assumed, lead to massive shifts into 
cash, further exacerbating the liquidity trap and thereby add-
ing to deflationary pressures. 
 

 
 
 
 
 
 

Figure 6 

USD/JPY and USD-JPY spread before and after the financial crisis 

 Source: Datastream, Credit Suisse 

Figure 5 

Foreign exchange interventions of the Swiss and Danish central 
banks 

 

Source: Bloomberg, Credit Suisse 
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The evidence of the past years suggests that 
there has been an increase in the demand for cash 
in some countries as interest rates declined (Figure 
7). In Switzerland, bank notes in circulation in-
creased in the months that followed the introduction 
of the NIRP and the amount remains elevated in 
both a historical and international comparison. In 
Japan, cash holdings have also risen, but this trend 
was already in place before negative interest rates 
were introduced. Legal changes seem to have 
boosted holdings additionally along the way. In 
other economies such as Sweden, the trend has 
been toward lower cash holdings despite declining 
interest rates – as more efficient, electronic trans-
action technology outweighed the lower opportunity 
costs of holding cash. 

That said, the reason that the “flight into cash” 
has been quite limited is most likely due to the fact 
that commercial banks opted not to pass on the 
negative rates to retail depositors. This was enabled 
by exemptions from NIRPs granted by central 
banks to commercial banks on their deposits at 
central banks: in all NIRP economies except for 
Sweden, central banks charge negative interest 
rates only on a part of central bank deposits, but 
not on their entire balances. Figure 8 shows the 
share of deposits that are effectively exempted 
from NIRPs. 

A second potentially contractionary effect of 
NIRPs relates to their potential effect on bank prof-
itability, even when a flight to cash does not occur. 
The question is whether banks are able to maintain 
their profitability under NIRPs. Given banks’ inability 
to pass on negative rates to depositors, or if they 
cannot maintain bank lending rates at levels suffi-
cient enough to safeguard a normal rate of profit, 
their ability to lend could decline. Taking interest 
rates into significantly negative territory could then 
lead to a contraction in bank lending and thus a 
slowing of economic growth, as well as higher de-
flation risks. Moreover, if banks’ balance sheets are 
weakened because of NIRPs, banks might switch 
from riskier assets (such as loans) into safer assets 
such as bonds and thereby exacerbate the credit 
crunch and economic downturn. Once again, these 
negative effects from NIRPs have not – to date – 
been observed in the respective countries. 
  

Figure 7 

Cash in circulation  
% of GDP 

 

Source: Datastream, Credit Suisse 

Figure 8 

Exemptions from NIRPs 

 

Source: Bloomberg, Credit Suisse 
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We have examined data on deposit rates, mort-
gage rates as well as small and medium enterprise 
(SME) loan rates for a sample of 11 Eurozone 
economies  in periods just prior to the introduction 
of NIRPs (2013–2014) and since their introduction 
(2015 onward). Our data shows that deposit rates 
declined by an average of about 20 basis points 
between the two periods, mortgage and SME loan 
rates declined by about 100 basis points, and so 
margins on mortgages and SME loans declined by 
80 basis points (Figure 9). We have also consid-
ered separately the evolution of margins on the lia-
bility and asset sides of bank balance sheets. We  
observe that banks’ funding costs have generally 
increased (Figure 10) because rates offered to  
depositors did not, of course, decline relative to 
rates that have to be offered in the free markets 
(approximated by swaps). On the other hand, lend-
ing-rate margins have increased in a number of 
countries (Figure 11). This suggests that a limited 
contractionary effect from negative interest rates 
may have come into play.  

A final potentially contractionary effect of NIRPs 
could occur if negative interest rates were to trigger 
a rise in savings rates rather than a decline. This is 
possible in theory, but as consumers have to date 
not been charged negative rates to any significant 
extent, if at all, it remains a theoretical risk. 

 
Do NIRPs have a future? 

Our general conclusion is that NIRPs, at least so 
far, do not seem to have markedly different effects 
on the economy from those expected during peri-
ods of conventional policy easing, i.e. interest rate 
reductions within positive interest rate terrain. That 
said, the extent of NIRPs in terms of the level of 
(negative) rates and the breadth of the policies’  
application has been very limited so far. 

The key question for the future is whether 
NIRPs could be applied more broadly should  
another economic downturn set in. Judging by  
current forecasts of the Federal Open Market Com-
mittee (FOMC), which sees the Fed funds rate 
peaking at about 3% in this cycle, the probability 
appears high that US interest rates would return to 
the zero level in a potential future downturn. Typical 
easing cycles see the Fed Funds rate dropping by 
4% or even more.  

The answer will ultimately depend on whether 
other policy tools will be at the disposal of central 
banks and whether these will prove more effective (a 
possible additional policy tool is so-called “helicopter 
money,” which we discuss in the final chapter of this 
report.) The pursuit of QE in its current, non-fiscal 
form appears to be an inferior tool to NIRPs, the 
simple reason being that the acquisition of ever 
larger volumes of financial assets by central banks

  

Figure 10 

Evolution of bank liability margins* 

 

*Bank liability margins are approximated by the difference between savings rates and an average of 3 

year swap rates. 

Source: Datastream, Credit Suisse 

Figure 9 

Evolution of overall bank margins in NIRP economies* 

 

*Difference between average mortgage rates and rate on retail deposits 

Last data point: October 2016 

Source: Datastream, Credit Suisse 
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and their simultaneous removal from private  
markets would essentially amount to a drying up of 
financial markets. 

In contrast, an extreme NIRP could be effective, 
provided that a flight into cash can be prevented, 
e.g. by charging holders of cash a fee on their 
holdings. Given that cash can be considered as a 
very short-dated government bond, such a charge 
would ensure that yields across the sovereign curve 
remain normal. Moreover, the banking system 
should be able to operate in such an environment, 
with banks passing on negative rates to depositors 
and maintaining their profit margins by maintaining 
lending rates at higher, albeit also negative rates.  

Small economies trying to reduce pressure on 
their currencies may find negative rates easier to 
implement than letting their central bank balance 
sheets expand due to large purchases of foreign 
bonds. On the other hand, larger economies –  
notably the Eurozone and Japan – currently seem 
to be losing confidence in the effectiveness of  
negative rates in addressing the problems of slow 
economic growth and low inflation. 

 
 
  

Figure 11 

Evolution of bank lending margins* 

 
*Bank asset margins are approximated by the difference between 10 year mortgage rates and 10 year 

swap rates. 

Source: Datastream, Credit Suisse 
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During 2015 and 2016, Ethereum emerged as 
the second most popular digital currency, but it was 
victimized by an anonymous hacker in May 2016,  
in connection with the launch of a “decentralized 
autonomous organization” (DAO) built upon algo-
rithmic smart contracts. When a thief successfully 
drained some USD 50 million worth of Ethereum 
currency, known as ether, the community voted to 
negate the theft by essentially erasing several 
weeks of history on the network and re-starting 
transactions from the point just prior to the theft. 
This raised a number of serious governance con-
cerns over the ability of the majority to “rewrite  
history” of the currency in response to an adverse 
event. A minority of users objected to the principle 
of this rewrite and refused to go along, essentially 
causing a schism in the Ethereum community lead-
ing to two rival versions of the ether currency. In the 
aftermath, the value of both fell significantly. 

Regulators concerned about digital currencies 
should clearly focus on their technical vulnerabilities 
and the limitations of their governance. Since these 
instruments are still in their infancy, much more 
learning should occur in the next several years. One 
particularity of digital currencies that may amplify 
the costs of any failure is the tendency for their use 
to be concentrated in certain narrow geographic  
areas (such as the “Bitcoin Boulevard” in The 
Hague, Netherlands) and also among certain de-
mographic groups, especially upscale younger 
males. 
 
Blockchains and distributed ledgers 

Digital currencies rely upon two recent innovations 
in data science, the blockchain and the distributed 
ledger, which were proposed by Stuart Haber and 
Scott Stornetta in the early 1990s. It is important  
to understand their fundamental characteristics,  
before assessing their value and future usability in 
replacing some of the existing structures. 

A blockchain records data in a sequential  
archive. Haber and Stornetta proposed this struc-
ture for time-stamping the creation of intellectual 
property, such as music tracks or digital docu-
ments, in order to fix property rights with the crea-
tor before it could be copied by others. For security 
purposes, their design used hash functions – a type 
of cryptography that cannot be inverted to recover 
the original input. The authors proposed transform-
ing each entry in their sequence into a hash code, 
which would then be combined with the raw data 
for the next entry and turned into another hash 
code, which would then be added to raw data for 
the subsequent entry, ad infinitum. An archive of 
records chained together in this form could authen-
ticate the time of creation of any digital document 
 
 

by allowing users to match the document’s hash 
code with the equivalent data embedded in the 
chain. Attempting to forge the information retroac-
tively by changing a prior entry in the archive would 
cause changes in the sequence of all subsequent 
entries, since any minor alteration to the input of a 
hash function causes a significant change in its 
output that is trivial to observe. 

A further component of Haber and Stornetta’s 
scheme called for publishing the sequence of  
records in a public forum, such as a newspaper, 
where data could be verified by any interested user. 
This strategy, now known as a distributed ledger, 
essentially crowd-sources the verification function 
classically played by auditors, and it is an essential 
component of the open blockchain structure intro-
duced by Satoshi Nakamoto for Bitcoin. Imple-
menting a distributed ledger in large markets  
requires grouping many transactions together into 
blocks so that the need for computer memory  
remains reasonable. Blocks are chained together  
in chronological order, because the header of each 
block contains a hash function reflecting the con-
tents of the previous block, which itself includes a 
hash function derived from its predecessor, and so 
forth, all the way back to the first block in the chain. 

Motivated by distrust of the financial establish-
ment, Nakamoto introduced a blockchain design for 
Bitcoin with no sponsor or gatekeeper controlling 
the addition of new blocks. Instead, the update 
function is decentralized to all market participants in 
an ongoing competition catalyzed by the award of 
new bitcoins to the winner. In order to create a new 
block in the Bitcoin blockchain, the operator of a 
“node” on the network must bundle together trans-
action data, the hash code from the header of the 
prior block, the time stamp, and a further piece of 
data known as a “nonce.”4  

Once the fastest (or luckiest) miner finds a 
nonce and successfully completes a block with the 
required hash, network members verify and 
acknowledge the new block and begin working on 
its successor. A winning hash can only be discov-
ered through trial-and-error, a computationally 
costly “proof of work” process that deters hackers 
from attempting to update the blockchain with 
fraudulent data.  
  

4 The nonce is a random number with the property that, 
when added to the other information in a block, it gener-
ates a hash with a certain number of leading zeroes. 
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Nakamoto observed that the award of new 
bitcoins to the first node discovering a rare hash 
“adds an incentive for nodes to support the net-
work… [and] is analogous to gold miners expend-
ing resources to add gold to circulation,” thereby 
leading these network members to become known 
as miners. 

The decentralized mining protocol for extending 
an open blockchain, sometimes referred to as 
“competitive bookkeeping,” has been incorporated 
into numerous other digital currencies and other 
public blockchain applications that permit open  
access for anyone, but require a method to discour-
age thieves and saboteurs. Along with sufficient in-
centives to obtain participation by miners, the proto-
col requires transparency of all blocks so that users 
have the opportunity to observe any data tampering 
that occurs. One clear weakness of the public 
blockchain model is the cost of the proof of work 
needed to update it, comprised of computer hard-
ware and electricity. On the Bitcoin network, mining 
has become intensely competitive and analyses of 
the cost of mining generally assume that capacity is 
added up to the point where the marginal cost of 
mining new blocks (aggregated across all miners) 
equals the market value of the expected reward in 
new bitcoins.   

The Bitcoin blockchain has proven to be stable 
through over seven years of continuous use, and its 
reliability has led many developers of blockchain 
products to propose free-riding upon the Bitcoin 
network through a strategy known as “colored 
coins.” To transfer an asset, such as a share of 
stock, one could initiate a bitcoin transfer from the 
seller to the buyer involving a trivial amount of 
bitcoins, such as 0.00001. Attached to this trans-
action in an additional data field could be a “token,” 
such as the share of stock. Miners would then bun-
dle up the transaction into the next block, and the 
record of the bitcoin transfer would also serve as 
proof of transfer of the stock. While this strategy 
seems appealing because it saves development 
cost and takes advantage of Bitcoin’s reliability, it 
raises a number of legal and enforcement issues 
since the Bitcoin network was designed to transmit 
only bitcoins themselves and may not be suited to 
the special characteristics of other assets.  

Refinements and appendages to blockchains are 
quickly emerging. A “permissioned” blockchain re-
stricts updating privileges to a select group of  
authorized users who negotiate governance and 
control rights among themselves, in a process 
loosely resembling a partnership agreement. Per-
missioned blockchains offer clear advantages in  
security and privacy while potentially reducing costs 
of compliance with regulations such as “know your 
customer” money laundering regulation in the USA.  

Many of the most prominent blockchain organiza-
tions, such as Hyperledger and R3CEV, have fol-
lowed this model. In a “sidechain,” a sponsor can op-
erate a private or permissioned ledger but periodically 
connect some aggregation of its transactions to an 
open, distributed ledger, or two private ledgers could 
exchange transaction data in both directions. 
Sidechains offer potential benefits such as the ability 
to accommodate overflow transaction volume that 
may exhaust the throughput capacity of the main 
blockchain. Other platforms, such as Ethereum in-
corporate many features of blockchains while adding 
additional functionality, such as a contracting lan-
guage that allows users to establish contingencies 
for the transfer of assets and to reach out to an 
agreed-upon oracle to arbitrate disputes. 

Blockchains and distributed ledgers represent a 
new way of archiving and validating data. Partici-
pants on the blockchain do not keep separate ledg-
ers, but instead share a common ledger that they 
update jointly through a process of consensus. 
Transactions require input from the sender, the ad-
dress of the recipient, and cryptographic validation 
by a third party such as a miner. Owing to the in-
volvement of three actors who all must characterize 
the transaction identically, this method of data stor-
age is sometimes referred to as “triple entry 
bookkeeping.” While users on the blockchain can 
take raw transaction data and use it to create tradi-
tional balance sheets and income statements, they 
have the flexibility to characterize transactions in 
any way they choose without being held hostage to 
the judgment of an auditor or to any particular  
reporting period. 
 
Looking to the future 

At the time of writing, numerous blockchain innova-
tions are undergoing trials in both the private and 
public sectors. Major stock exchanges may soon 
use blockchain technology as part of their clearing 
and settlement processes, and governments may 
use blockchains to facilitate regulatory compliance 
and validate the identification and vital statistics of 
citizens. Many central banks are exploring the pos-
sibility of creating national blockchains to issue digi-
tal sovereign currency as a substitute for the coins 
and banknotes that have circulated for centuries. 
Central bank digital currency, if and when it occurs 
in the future, would represent an ironic twist on 
Nakamoto’s intentions, as his innovations might be 
co-opted by the very institutions they were de-
signed to obliterate. At the same time they may 
provide a solution to the issue of flight to "tradi-
tional" cash should negative interest rate policies be 
applied more broadly. 
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Given that central banks are likely to retain their 
monopoly power over money creation even in a 
world of new transactions technologies (see the 
preceding section), the future of central banking will 
essentially remain determined by political pro-
cesses. The key question to explore is to what ex-
tent central banks in various jurisdictions will retain 
their independence from the other branches of gov-
ernment, particularly the fiscal authorities. Of 
course, continued weak economic growth or popu-
lar resistance against particular policy tools such as 
negative interest rates can feed back into political 
pressure on central banks. 

A paper co-authored by Zoltan Pozsar (a con-
tributor to this publication) has explored the dy-
namic nature of the relationship between the mone-
tary and fiscal authorities in the United States – we 
provide a brief summary below. With the ongoing 
shift in the US political landscape, the uncertainty 
over the direction this dynamic process will take is 
particularly high. The uncertainty is, in our view, 
even higher with regard to this relationship in the 
Eurozone, with possibly more extreme outcomes. 
The outcome of these processes will ultimately de-
termine whether monetary policy will be able to  
return to a paradigm similar to the one prevailing in 
the pre-crisis period (our scenario of normalization) 
or whether the post-crisis central banking paradigm 
has been changed more permanently. 

 
 
 
 
 
 
 

Dynamic relationship between the US  
monetary and fiscal authorities 

The relationship between monetary and fiscal  
authorities in the USA has undergone a number of 
shifts, substantially influenced by the prevailing  
economic circumstances: it has been very close 
during periods of world war, deleveraging and de-
flation, and distant during peacetime, leveraging 
and inflation. In Figure 1, we identify three types of 
relationship under the headings of “arranged mar-
riage," "divorce" and "estrangement.” During the 
first epoch (1913–1951), the dominant theme was 
fiscal activism and monetary subordination. The Fed 
spent most of this time being subordinate to and 
cooperative with Treasury and the Office of the 
President. Deficits were often monetized and rates 
on Treasuries were pegged.5  

The low point of monetary independence in this 
era was the Employment Act of 1946, which gave 
the federal government, and not the Fed, the task 
of managing the economy. The Treasury-Fed  
Accord of 1951 marks the end of the epoch and 
the “emancipation” of the Fed. During the second 
epoch (1951–1978), the dominant theme was  
fiscal activism and monetary independence.  
  

5 In 1942, in an effort to reduce the cost of financing 
World War II, the Fed began pegging the interest rate on 
Treasury bills at 3/8% and enforcing a ceiling of 2 ½% 
on the rate on long-term Treasury debt. The rate on bills 
was allowed to rise modestly in 1947, but the ceiling on 
bond yields was maintained for almost a decade until 
1951. 

Outlook: Normalization or a new 
phase of fiscal dominance? 
The previous chapters have focused on the development and use of specific monetary pol-
icy tools and their impact on economic outcomes. Such a technical view of monetary policy 
does not, however, suffice when trying to predict how central banking may evolve in the  
future. 
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Fiscal activism fell from favor gradually. The 
Humphrey-Hawkins Act of 1978 marks a milestone 
of a shift in power back toward monetary policy in-
dependence. During the third epoch (1978–2008), 
the dominant theme was fiscal passivism and mon-
etary “supremacy.” Its hallmarks were the victory of 
Paul A. Volcker, Chairman of the Board of Gover-
nors of the Fed, over inflation, the supremacy of 
monetary policy as the primary tool to conduct  
economic policy and a much diminished role for fis-
cal policy. This epoch also marks the advent of the 
Great Moderation, including the buildup of credit 
excesses that led to the crisis, as described at the 
start of this publication. 

Transitions from one epoch to another were at 
times driven by the electorate and at times by 
power struggles between the fiscal and monetary 
authorities. As an example of the former, President 
Roosevelt owed his election victory to popular dis-
content during the Great Depresson. The Agricul-
tural Adjustment Act of 1933 gave him the author-
ity to devalue the dollar against gold, which effec-
tively meant the end of the Federal Reserve’s inde-
pendence. This was coupled with the monetary  
financing of deficits – fiscal-monetary cooperation 
with the explicit aim of reflating the economy.  
Congress often played the role of an arbiter deter-
mining whether fiscal or monetary authorities 
should have more authority, resulting in significant 
revisions to central bank acts (the Treasury-Fed 
Accord of 1951 and the Humphrey-Hawkins Act  
of 1978).  

Going forward, we have yet to see what Presi-
dent Trump will mean for the Federal Reserve’s  
independence and fiscal-monetary relations. This 
will also depend on the extent to which fiscal  
stimulus is going to take center stage in policy-
making, taking over the baton from monetary stim-
ulus. Possibly of greater importance will be the 
stance of the Republican-dominated Congress, 
which is not only responsible for the confirmation of 
Fed Governors, but would also have to approve any 
change in legislation.6 At this point, it is unclear 
whether a majority could be found to make signifi-
cant changes to legislation pertaining to Federal 
Reserve independence. 
 
Dynamics of independence of other key  
central banks  

Other central banks have gone through similar “life-
cycles” as the US Fed. For example, the Bank of 
England gained full operational independence from 
HM Treasury only in 1998, with the requirement to 
pursue an inflation target set by the government. 
Recent critical comments directed at the BoE's pol-
icies by Prime Minister Theresa May raised con-
cerns that this independence may be in question, 
 
 

but no legislative proposals have been forthcoming 
to date, nor do they seem likely to. In the case of 
the Bank of Japan, the degree of independence 
has also varied over time. During the 1930s, the 
BoJ, in full cooperation with the Ministry of  
Finance, underwrote the reflationary policies of  
Finance Minister Takahashi, which helped Japan 
avoid the Great Depression that had gripped the 
USA and Europe.  
 
 
 
  

6 More precisely, it is the Senate that has the power to 
confirm or reject Fed Governors. 

Figure 1 

Dynamics of US monetary and fiscal cooperation 

 

Source: McCulley and Pozsar (2012) 
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